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As a result of the worldwide energy demand and the environmental impacts resulting from the use of fossil fuels, the search for sources of clean energy is steadily gaining importance. Since then, the scientific community has taken conscience of the energy-related challenges and has centred its efforts on taking advantage of renewable energy sources such as the sunlight. It has been known for a long time that light-induced processes at the interface between a semiconductor and an electrolyte can be exploited for the conversion of light in other forms of energy. As a consequence these systems have been extensively studied by chemists, physicists and material scientists. At present, the use of architectures based on nanomaterials has received a lot of attention as they constitute versatile and low-cost systems capable of capturing, storing and converting solar energy in chemical energy and electric power.

Mesoporous semiconductor electrodes comprise complex systems whose physicochemical properties depend not only on the nature of the nanocrystals, but also on the interaction between the crystalline building units forming the thin film. The mesoporous structure assures a high internal surface area. Furthermore, its complexity increases under application-relevant conditions, for example, in the presence of a surrounding gas or liquid phase. An understanding of how to systematically manipulate these interfaces and the interfacial processes that take place between the semiconductor and surrounding phase is a prerequisite for the optimization of emerging technologies and applications such as batteries, environmental remediation, sensors and solar cells among others.

In applications such as photocatalysis and photovoltaics, special attention is paid to the relationship between the microscopic properties of the semiconductor thin film (electronic properties, crystal structure, particle size and shape) and the macroscopic performance of the photocatalyst and the solar cell, respectively. For this reason, in this Thesis a fundamental study of the photocatalytic and photovoltaic properties of semiconductors such as TiO$_2$ and ZnO is performed to address the impact of the semiconductor/electrolyte interface on charge transfer processes and on the undesired charge recombination.

Charge recombination occurs by different ways in photocatalytic and photovoltaic applications. In the first case, recombination takes place between electrons and holes, which are generated upon light absorption in the semiconductor. On the other hand, in solar cells based on the semiconductor/electrolyte interface (as it is the case of a Dye-Sensitized Solar Cell), the recombination takes place between photoinjected electrons in the semiconductor and oxidized species present in the electrolyte. This represents the main route of efficiency-loss in such devices and constitutes a critical factor influencing the open-circuit voltage of the solar cell.

In relation to electron recombination processes, two research lines have been pursued in this Thesis:

- A procedure entailing electron accumulation in the semiconductor film has been shown to reduce the recombination in photocatalytic and photovoltaic applications. This charge transfer reductive doping has been carried out in situ by means of a cathodic polarization of the respective electrodes in acidic solution. A negative Fermi level shift in
the semiconductor has been achieved alternatively by external polarization or by accumulation of photogenerated charge carriers upon UV exposure. In both cases, comparable performance changes of the mesoporous films were observed. The influence of thin film structure and morphology on the extent of the beneficial effect of electrochemical doping has been addressed.

- For photovoltaic applications a study of electron recombination based on the chemical nature of the electrolyte has been performed. The effects on the kinetics of recombination using different compositions of electrolyte and dyes have been discussed. In this connection, we have analyzed how properties such as polarity and the presence of certain additives modify critically the recombination rate. Derived from the conclusions of this study, we propose a strategy to achieve a compromise between stability and low recombination by using blends of organic solvents and room temperature ionic liquids as electrolytes.

Recombination takes place in the solar cell on a very specific time scale, in the order of 1-0.001 seconds. However, there are other processes that also depend on the electrolyte nature, that also limit the efficiency of the solar cells and that occur on much shorter time scales. This is the case of electron injection from dye molecules and dye regeneration. In this Thesis we present a global analysis of all these processes involving a combination of experimental techniques that include transient absorption spectroscopy, fluorescence decay and electrochemical techniques such as impedance spectroscopy. We take advantage of this global analysis to show for the first time the fundamental limitation that is associated with ZnO electrodes when they are used as photoanodes to separate charge at the metal-oxide/electrolyte interface. The behaviour of this oxide is also tested with state-of-the art molecular dyes and different electrolyte formulations.
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Chapter 1:

Physicochemical properties of the metal oxide/electrolyte interface
1. The interaction Semiconductor-Electrolyte.

The study of the semiconductor/electrolyte interface has both fundamental and practical incentives. Approaches to gain a fundamental understanding of this interface result from both electrochemistry and solid-state physics perspectives and have proven to be equally fruitful. This knowledge background in turn impacts in many technologies, including microelectronics environmental remediation, sensors, solar cells and energy storage. To facilitate a self-contained description, well-established aspects related to the semiconductor and its energy band model, redox couples in dissolution and the electrostatics at the semiconductor/electrolyte interface will be introduced.

1.1. Semiconductor.

Semiconductors are materials that may behave either like a conductor or like an insulator depending on diverse factors, as for example the electric or magnetic field, the pressure, the incident radiation, or the temperature. The main distinction between these kinds of materials is rather arbitrary and depends on the magnitude of the energy band gap ($E_g$) between the filled valance band (VB) and the empty conduction band (CB) (Figure 1.1). Unlike molecular systems, characterized by discrete molecular orbital energy levels, semiconductor energy levels form broad energy bands, where the charge carriers can be delocalized.

In semiconductors the energy band gap is typically in the range of 1 - 4 eV. The width of the band gap determines the conductivity of the material as well as its optical response. In contrast to semiconductors, metals are characterized by a high density of electronic states at energies just above the Fermi level. Electrons at the Fermi level can be thermally excited to these empty states giving rise to the high electrical conductivity of metals. In intrinsic semiconductors high excitation energies are necessary to overcome the band gap and to promote electrons from the valence band to the conduction band leaving behind electron holes. Both negative and positive charge carriers can contribute to the electrical conductivity.

**Figure 1.1:** Electronic band structure of metals, semiconductors and insulators.
For high density electron ensembles such as valence electrons in metals, Fermi-Dirac statistics is applicable. In a thermodynamic sense, the Fermi level, $E_F$ is defined as the electrochemical potential of electrons in a particular phase. At 0K, all electronic energy levels below $E_F$ are occupied and those above $E_F$ are empty. At finite temperatures, it can be shown that when the Fermi level lies in a broad distribution of states, it corresponds to the particular energy level where the probability of finding an electron is $\frac{1}{2}$.

Bearing in mind this concept, the number of electrons in the conduction band ($n_c$) can be derived from the density of states function $N_c(E)$ of electrons in the conduction band and of the probability of occupation at certain energy $f(E)$,

$$n_c = \int_{-\infty}^{+\infty} N_c(E) f(E) dE$$  \hspace{1cm} (1.1)

which is given by the Fermi-Dirac distribution function,

$$f(E) = \frac{1}{1 + exp \left( \frac{E - E_F}{k_B T} \right)}$$  \hspace{1cm} (1.2)

Here $k_B$ is the Boltzmann constant and $T$ is the absolute temperature. For a situation for which $E-E_F >> k_B T$ (non-degenerate semiconductor), the Fermi-Dirac distribution can be approximated by Boltzmann statistics. In this case, it is possible to relate the Fermi level to the concentration of electrons in the conduction band by the following expression,

$$n_c = N_c exp \left( \frac{-E_c - E_F}{k_B T} \right)$$  \hspace{1cm} (1.3)

where $E_c$ is the lower energy edge of the conduction band. A similar approximation can be used to describe holes in the valence band. The concentration of holes is then given by

$$p_v = N_v exp \left( \frac{E_v - E_F}{k_B T} \right)$$  \hspace{1cm} (1.4)

where $E_v$ is the upper energy edge of the valence band and $N_v$ is the density of states function of holes in the valence band. In the absence of light excitation $n_c = p_v$, and then the intrinsic concentration of charge carriers $n_i$ (electron and holes) is equal to $n_i^2$.

$$n_c p_v = N_c N_v exp \left( \frac{E_v - E_c}{k_B T} \right) = N_c N_v exp \left( \frac{-E_g}{k_B T} \right) = n_i^2$$  \hspace{1cm} (1.5)

The preceding case refers to a semiconductor in its intrinsic state. The Fermi level in that case lies approximately in the middle of the energy band gap. This simply reflects the fact that the probability of electron occupancy is very high in the VB and very low in the CB and does not imply an occupiable energy level at the Fermi level itself.

In the case of extrinsic semiconductors, the number of charge carriers depends on the dopant concentration in the material. In this case, the condition $n_c = p_v = n$, does not hold, as it happens in intrinsic semiconductors. The introduction of donor or acceptor species of electrons in the semiconductor can alter perceptibly its electronic structure and consequently its Fermi level. This is shown in Figure 1.2 for the case of silicon.
particular, doping is carried out by the introduction of atoms with a higher or a lower number of valence electrons, giving rise to a *n*-type or *p*-type semiconductor, respectively. Consequently, majority charge carriers are electrons in the first case and holes in the second case.

![Image](image_url)

**Figure 1.2**: Schematic representation and energetic band structure in different types of semiconductor.

### 1.2. Redox couples in solution: Energetic description.

The half-reaction of a generic redox couple can be written as:

\[ \text{Ox} + ze^- \leftrightarrow \text{Red} \]  

where \( z \) is the number of interchanged electrons. In electrochemistry, the tendency of a redox couples to get oxidized or reduced is defined by the redox potential \( (E_{\text{redox}}) \), which can be measured by electrochemical methods. The electrochemical potential of electrons in a redox electrolyte is given by the Nernst equation. For an ideal system for which activities can be approximated by concentrations, this reads:

\[ E_{\text{redox}} = E_{\text{redox}}^0 + \frac{RT}{nF} \ln \left( \frac{c_{\text{ox}}}{c_{\text{red}}} \right) \]  

where \( c_{\text{ox}} \) and \( c_{\text{red}} \) are the molar concentrations of the oxidized and the reduced species.

A model giving a molecular interpretation of electron transfer reactions was provided by Marcus. According to his interpretation an instantaneous electron transfer would lead to a new state whose free energy is not at its minimum due to the fact that the arrangement of solvent molecules depends on the charge distribution. The change of the
charge distribution upon electron transfer would thus lead to a polarization of the surroundings (due to both orientation and displacement polarization of solvent molecules), which determines the Gibbs free energy of activation via the so-called reorganization energy ($\lambda$).

Considering a single one-electron transfer to an acceptor ($\text{Ox} + e^- \leftrightarrow \text{Red}$), the Gibbs free-energy ($\Delta G$) change can be described for both the oxidized and the reduced species as a function of the atomic positions and the amount of transferred charge. Marcus approximated this function by a parabola (which can be interpreted as the potential energy of a harmonic oscillator). The minimum of this parabola corresponds to the equilibrium atomic configuration of each species. In the original Marcus picture (Figure 1.3), the reaction coordinate comprises the amount of transferred charge, varying from $x = 0$ (zero transferred charge $\rightarrow \text{Ox}$) to $x = 1$ (full charge transferred $\rightarrow \text{Red}$). Hence, when the electron is transferred from Ox to Red, the electron should reach, for fixed atomic positions the free-energy landscape of the acceptor species.

Figure 1.3: In this diagram, the vertical axis represents the Gibbs free-energy ($\Delta G^\circ$) and the horizontal one the "coordinate of reaction" – a simplified axis that represents the movement of all the atomic nuclei. The parabola of the left represents the potential energy for the nuclear movement of the reagents in its initial state (with the electron at the donor) and that of the right represents the surface of potential energy for the nuclear movement of the products in the final state (after the electron has been transferred from the donor to the acceptor).

A very simple calculation taking into account the equations for the two parabolas for oxidized and reduced species\(^5\) establishes that the reaction rate constant ($k$) is described by a gaussian centred at $\lambda$ with standard deviation ($2\lambda k_B T$)\(^{\frac{1}{2}}\)

$$k = k_0 \exp \left( \frac{-(\Delta G + \lambda)^2}{4\lambda k_B T} \right)$$ (1.8)

where $k_0$ is a prefactor. In Marcus’s model two contributions to the reorganization energy are considered: (1) *outersphere*, due to the interaction between the redox species and the surrounding solvent molecules and, (2) *innersphere*, which arises from the breaking and
formation of chemical bonds upon the charge transfer process.\textsuperscript{7,8}

1.3. Semiconductor-Electrolyte interface.

At this point it is important to unify definitions and units as two different scientific communities use different conventions to refer to the same physical magnitude, that is, the chemical potential. The semiconductor solid-state physics community has adopted the electron energy in vacuum as reference for this, whereas electrochemists have traditionally used the Normal Hydrogen Electrode scale (NHE). As mentioned in the previous section, in solid state physics, the electrochemical potential of electrons is the Fermi level. Both descriptions are related via the following equation\textsuperscript{10,11}

\[ E_F = -qE_{\text{redox}}(\text{NHE}) - 4.5\text{eV} \]  

(1.9)

where \( q \) is the elementary charge and \( E_{\text{redox}}(\text{NHE}) \) is the equilibrium potential of the redox couple with respect to the normal hydrogen electrode in volts.\textsuperscript{4,12} It is important to note that the energy scale (in eV) and the potential scale (in V) have different signs.

When a semiconductor is brought in contact with an electrolyte containing electrochemically active species, an equilibration of chemical potential takes place as a consequence of double layer formation and electron transfer between the semiconductor and redox pairs present in the solution.\textsuperscript{9} The electron transfer will occur if the Fermi level in the semiconductor is different to the equilibrium redox potential of electrolyte. As it will be described in the following section, for a given redox potential of the electrolyte, the electron transfer from semiconductor to oxidized species or, in the opposite case, from the reduced species to semiconductor depends on the position of Fermi level in the last one (n-type or p-type). In any case, this process leads to a constancy of Fermi levels across the semiconductor/electrolyte interface.

To determine the energy levels of the reduced and oxidized species present in the electrolyte their interactions with the surrounding solvent molecules have to be taken into account. Upon electron transfer from oxidized to reduced species, the solvent will respond to the change in charge distribution due to the presence of extra negative charge. Therefore, the negative poles of solvent molecules will orient toward the solution. The free energy difference between both species according to the Marcus’ model is given by

\[ E_{\text{ox}} - E_{\text{red}} = 2\lambda \]  

(1.10)

For simplicity, the reorganization energy (\( \lambda \)) of the molecules is considered to be equal for both oxidizes and reduced species.

To define a distribution function of acceptor or donor states in the electrolyte Gerischer\textsuperscript{9} utilized Marcus’ ideas. The probability of finding the oxidized and reduced species at an energy \( E \) for the electron transfer is given by the following equation

\[ P(E) = k_{r0} \frac{k_B T}{4\pi \lambda} \exp \left( -\frac{(E - E_{\text{redox}})^2}{4\lambda k_B T} \right) \]  

(1.11)
where \( k_\text{eo} \) is a prefactor and \( E_{\text{redox}} \) is the equilibrium free energy of the redox pair (defined by Nernst, Equation 1.8).

As shown Figure 1.4 and according to Equation 1.11, the reorganization energy determines the energetic overlap between the electronic states of the semiconductor and the acceptor (oxidized species) and donor (reduced species) states in the electrolyte. Therefore, in electrolytes with higher reorganization energy, higher probabilities of electron transfer for a given energy \( E \). The effect of reorganization energy on the kinetics of charge transfer will be discussed in Thesis by means of the study of Dye-Sensitized Solar Cells in Chapter 7 and 8.

According to Equation 1.10,

\[
E_{\text{ox}} = E_{\text{redox}} + \lambda \\
E_{\text{red}} = E_{\text{redox}} - \lambda
\] (1.12) (1.13)

Figure 1.4: Illustration of the effect of the reorganization energy on the probability of charge transfer at given energy \( E \) across the semiconductor/electrolyte interface.

1.3.1. Single-crystal electrodes.

A single-crystal semiconductor electrode in contact with a redox pair in an electrolyte behaves similarly to a metal-semiconductor junction forming a Schottky barrier. For instance, when putting n-type doped single-crystal semiconductor electrodes in contact with an electrolyte where a redox pair is present electron transfer will take place from the semiconductor to electron acceptor species in the electrolyte. For this electron transfer the Fermi level of the electrons in the semiconductor will be higher than the equilibrium redox potential in solution. As a consequence the oxidized species will be reduced.

\[
(Ox + e^- \rightarrow \text{Red})
\]
Upon electron transfer a depletion layer is generated in the semiconductor. This means that the concentration of the majority charge carriers, the electrons, becomes locally reduced in the vicinity of the interface. A depletion layer is characterized by a space charge layer width ($W$) and a voltage drop ($V_{SC}$) between the surface and the bulk of the semiconductor (Figure 1.5). The positive charge in the semiconductor is compensated on the electrolyte side of the interface by the accumulation of anions to maintain electroneutrality. In the case of a p-type semiconductor, the opposite situation takes places, and an accumulation layer of electrons is formed upon electron transfer to the semiconductor. In any other case, Poisson-Boltzmann equation can be solved. This is a general calculation that yields for the space charge layer ($W$) \(^{10}\)

\[
W = \left( \frac{2 \varepsilon \varepsilon_0 V_{SC}}{q N_D} \right)^{1/2}
\]  

(1.14)

The space charge layer depends on the dielectric constant ($\varepsilon$), the vacuum permittivity ($\varepsilon_0$), the elementary electron charge ($q$) and the concentration of electron donor centres ($N_D$).

Different models have been developed to describe the charge distribution on the electrolyte side of the interface. The Stern model considers two contributions to potential drop at the electrical double layer:

- In the Helmholtz-Perrin layer ($\Delta \Phi_H$), known as surface charge, counter-ions are arranged in a fixed distance (0.4-0.6 nm) from the surface of electrode. This layer acts as a capacitor. \(^{13}\) Specifically, this first layer comprises ions adsorbed onto the semiconductor surface due to chemical interactions.
- In the Gouy-Chapman layer, the ions are attracted to the surface charge via electrostatic forces. This diffuse layer is made of free ions that move in the fluid under the influence of electric attraction and thermal motion. This model also involves the solution of the Poisson-Boltzmann equation.

![Figure 1.5: Electronic structure of a n-type semiconductor and a redox couple before (left) and after (right) electron transfer.](image-url)
Up to here external electrode polarization has not been considered as a possibility to address the Fermi level position at the semiconductor/electrolyte interface. Importantly, in a case where the semiconductor bands are pinned at the interface (band pinning) the application of an external potential can induce a Fermi level shift with respect to the bands near the interface (band bending). At a characteristic potential (flat band potential, \( V_{fb} \)) the semiconductor bands are not bent but flat. Depending on the applied potential and on the curvature of band bending (depletion or accumulation layer), it is possible to modify the direction of electron transfer from/to the semiconductor, reducing or oxidizing the redox couple.

\[
V_{sc} = V - V_{fb} \tag{1.15}
\]

Two conditions have to be fulfilled for interfacial charge transfer to take place:

- The Fermi levels involved must occupy the suitable positions. For an electron transfer from the semiconductor to the redox pair the Fermi level in the semiconductor must lie at more negative potential than that of the redox potential in solution (\( E_{\text{redox}} \)). That this condition will be fulfilled depends on the intrinsic nature of the system or of the applied potential.
- The process must be kinetically favourable. This condition implies an energetic overlap between electronic states in the semiconductor (electron donors) and electron acceptors in solution.

If these conditions are fulfilled, charge transfer across semiconductor/electrolyte interface can take place via two mechanisms:\(^{14}\)

- Isoenergetic transfer: The electron transfer takes place between levels with the same energy. According to this mechanism, the rate of charge transfer will depend on the concentration of the electron donor states, the concentration of acceptor species at the semiconductor surface and on the probability of the overlap between energy levels.
- Transfer via localized or surface states: The surface states are energetically located in the band gap. These states can act like centres of recombination or charge transfer to the redox pair.

1.3.2. Nanocrystalline electrodes.

The concepts previously analyzed are related to single-crystal electrodes. For mesoporous, nanoparticulate films additional aspects have to be taken into account. These systems consist of a mesoporous three-dimensional network with particles with a size in the range of nanometres. Its main characteristics are the following ones:

- They possess a high internal surface area in contact with the electrolyte. This introduces surface defects, so that the concentration of localized states per unit volume is superior to single-crystal electrodes.
- In nanocrystalline systems the concept of depletion or accumulation layers, band bending or flat-band potential is generally not applicable because the size of these nanoparticles is usually lower than the space charge layer within the semiconductor nanoparticles\(^{15}\) (Figure 1.6).
• Absence of band bending is what happens typically in nanocrystalline TiO₂ electrodes studied in this Thesis. This oxide has, furthermore, a high dielectric constant and a low doping level. According to Equation 1.14, this makes the depletion layer thickness even larger. However, this is not the case for ZnO-based electrodes, also studied in this Thesis. ZnO has a lower dielectric constant and it can be highly doped, as for instance for ZnO powders obtained in aqueous media and by hydrothermal methods.

\[ W < d \]

\[ W > d \]

Figure 1.6: Band structure of differently sized nanoparticles. \( W \) and \( d \) refer to the space charge layer thickness and the nanoparticle size respectively.

As mentioned above, in the dark, electrons in the semiconductor are in equilibrium with the electrolyte if there is a suitable redox couple present in it and the charge transfer is possible. As a consequence, at equilibrium and in the dark, the Fermi level in the semiconductor equals the thermodynamic redox potential defined by Nernst equation. However, under illumination with an energy higher than the band gap of the semiconductor, an electron-hole pair is generated. Under this condition, the electrical properties of the system will not be determined by the position of the Fermi level in the dark, but by the new chemical potentials of the charge carriers under illumination: the quasi-Fermi level of electrons \( (nE_F) \) and the quasi-Fermi level of holes \( (pE_F) \).\(^{16,17} \) In other words, in the dark the thermal balance establishes that \( E_F = nE_F = pE_F \), meanwhile under illumination the Fermi level splits into two quasi-Fermi levels given by

\[ nE_F = E_F + k_BT \ln \left( \frac{n + \Delta n}{n} \right) \]  \hspace{1cm} (1.16)

\[ pE_F = E_F + k_BT \ln \left( \frac{p + \Delta p}{p} \right) \]  \hspace{1cm} (1.17)

According to the nature of the semiconductor, the concentration of minority charge carriers will experience a considerable increase under illumination. Concretely, a n-type semiconductor under illumination will experience an increase of the hole concentration. Consequently, the quasi-Fermi level of hole will be much lower than the Fermi level in the dark, whereas the quasi-Fermi level of electrons will be very similar to the one in dark. For a p-type semiconductor, the behaviour will be opposite.

Therefore, under illumination, electrons in the oxide are no longer at equilibrium with the redox potential of the electrolyte and the electron density in the conduction band is
modified until it rises to a steady-state value. The difference between the Fermi level in the dark and under illumination \( (E_F) \) defines the open-circuit photovoltage of the system\(^\text{18}\) (Figure 1.7 and Equation 1.18).

![Energy diagram of a semiconductor in contact with an electrolyte at open-circuit conductions.](image)

\[
V_{OC} = n E_F - E_{F,\text{redox}} = \frac{k_B T}{q} \ln \left( \frac{n_c}{n_c^0} \right) \quad (1.18)
\]

According to this equation, the free electron concentration can be defined in terms of the open-circuit voltage

\[
n_c = n_c^0 \exp \left( \frac{q V_{OC}}{k_B T} \right) \quad (1.19)
\]

Upon illumination electron-hole pairs are generated in the nanocrystalline electrode. However, charge separation will not be supported by an internal electric field, as it is the case in single-crystal electrodes.\(^{19,20}\) Apart from the small particle size\(^\text{15}\) and the low doping level\(^\text{21}\) mentioned above, we have to add that the nanoparticles are surrounded by an electrolyte with a high ionic strength. As a result, a space charge layer cannot be formed and the driving force for the transport of these charge carriers is its own concentration gradient between the different areas of the nanocrystalline network. In other words, transport of charge carriers of typical nanostructured metal-oxide electrodes takes place mainly by diffusion.\(^{22,23}\)

### 2. Electron traps in nanoparticles electrode.

Electron transport in nanostructured semiconductors, in contrast to bulk semiconductors, has peculiarities that arise from the presence of disorder in the material. The consequence of disorder in the electronic structure of the material is the appearance of localized states (Figure 1.8).\(^{24,25}\) This is well-known since the classic works of Anderson and Mott on the existence of localized states that implies anomalous electron transport.
The breaking of the crystalline symmetry brings forward the appearance of defects in the lattice, either at grain boundaries or at interfaces. These defects create localized states for electrons and holes. We call these localized states “traps”, because they act as potential wells that immobilize the charge carriers with respect to the extended states across which electric conduction takes place.

The existence of an ensemble of traps in a disordered semiconductor is the manifestation of two types of disorder: spatial and energetic. The first is a consequence of the morphology of the material or the particular architecture of a semiconductor, and leads to the appearance of preferential directions of transport or to the occurrence of percolation limitations. The second determines how the energy of the traps is distributed in the energy spectrum of the electronic structure of the material. This is defined via an energy trap distribution or density of states \( g(E) \),

\[
g(E) = \frac{\alpha N_t}{k_B T} \exp \left( -\frac{\alpha (E_c - E)}{k_B T} \right) \quad (1.20)
\]

where \( E_c \) is the energy of the transport level, \( N_t \) is the total trap density and \( \alpha \) is a parameter that reflects the average energy of the distribution of trap states below the transport level. Commonly, the trap parameter is related to temperature via \( \alpha = T/T_0 \) where \( T_0 \) is the characteristic temperature of the distribution. A large value of \( T_0 \) with respect to \( T \) implies that the distribution is deep, with traps of energies much lower than the energy of the transport. If \( T_0 \) is small, the distribution is shallow, and the energies of the traps lie closer to the transport level. In the first case, thermal release of electrons from the traps is difficult and transport is expected to be slow. The opposite situation takes place if \( T_0 \) is small. When \( T_0 \) is of the order of the ambient temperature \( T \), thermal agitation is sufficient to excite electrons out of traps. In this case electron transport is not effectively limited by the presence of the traps. Obviously, the parameter that governs the degree of trapping for a given temperature and trap distribution is \( \alpha \). This parameter will hence play a central role in this Thesis to describe capacitances and transport properties.

![Figure 1.8](image_url)
The electron transport in nanostructured semiconductors are influenced by this broad distribution of localized states or traps. Two main empirical observations are common. First, measured diffusion coefficients lie several orders of magnitude below bulk (single-crystal) values.\cite{34,35} This is a consequence of the trapping-detrapping events. Electrons are trapped in these localized states and after thermal excitation they can jump again to the transport level (conduction band). The second observation is that diffusion coefficients and electron mobility are density-dependent\cite{23,30,36,37} with larger values found when the electron concentration is increased, either by illumination or by application of an external voltage. As the Fermi level rises, the rate of detrapping to the transport level is enhanced and the diffusion coefficient increases. Values of around $10^{-4}$-$10^{-6}$ cm$^2$/s are commonly measured in nanostructured films of TiO$_2$, ZnO and SnO$_2$. These values are between 2 and 5 orders of magnitude below of the bulk. The dependence of the electron diffusion coefficient on the electrochemical bias (either via an external voltage or induced by illumination) is a consequence of the filling of the trap distribution and the subsequent shift of the Fermi level.

### 2.1. Chemical capacitance: Electron accumulation in localized states.

The potential dependence of the stored charge defines a chemical capacitance of electron accumulation. The chemical capacitance $C_\mu$ is a thermodynamic quantity that reflects the capability of a system to accept or release additional carriers due to a change in the applied potential or illumination conditions. For conduction band electrons, the chemical capacitance can be obtained by differentiating Equation 1.19 with respect to Fermi level,

\begin{equation}
C_\mu^{CB} = q^2 \frac{\partial n_c}{\partial E_F} = \frac{N_c q^2}{k_B T} \exp \left(-\frac{(E_c-n_E)}{k_B T} \right) \tag{1.21}
\end{equation}

This equation defines the capacitance associated with delocalized states or transport states. However, most of the electrons in a nanostructured semiconductor are located in trap states. In the same way, the density of localized electrons in traps, $n_t$ can also be defined as a function of the quasi-Fermi level. The occupancy of the traps will be given by the product of the density of states (Equation 1.20) and the Fermi-Dirac function (Equation 1.2). At zero temperature the Fermi-Dirac distribution can be approximated by a step-function centred at the Fermi level. Consequently, the occupied trap density as a function of the quasi-Fermi level is given by

\begin{equation}
n_t = \int_{-\infty}^{+\infty} f(E) g(E)dE = \int_{-\infty}^{E_F} \frac{\alpha N_t}{k_B T} \exp \left(-\frac{(E_c-n_E)}{k_B T} \right) = N_t \exp \left(-\frac{(E_c-n_E)}{k_B T} \right) \tag{1.22}
\end{equation}

The chemical capacitance is determined by the accumulation of electrons in the trap distribution with respect to a variation of the Fermi level. By differentiating Equation 1.22 with respect to the Fermi level we obtain

\begin{equation}
C_\mu^{traps} = \frac{\alpha N_t q^2}{k_B T} \exp \left(-\frac{\alpha(E_c-n_E)}{k_B T} \right) \tag{1.23}
\end{equation}
As the Fermi level is directly related to the applied voltage (see Equation 1.20 for instance), the capacitance can also be expressed as a function of voltage,

$$C_{\mu}^{\text{traps}} = C_0 \exp \left( -\frac{\alpha qV}{k_B T} \right) \quad (1.24)$$

where $C_0$ is a constant. Therefore, for the density of trapped carriers, the capacitance gives a slope of $\alpha q/k_B T$ in a log-linear representation with respect to the applied voltage.

2.2. Multiple-trapping model.

It has been mentioned before that electron transport in disordered semiconductors occurs by thermal activation. The simplest model of transport that takes this feature into account is the multiple-trapping (MT) model. This can be mathematically expressed via the following expression

$$v_i = v_0 \exp \left( -\frac{(E_F - E_i)}{k_B T} \right) \quad (1.25)$$

where $v_i$ is the probability (expressed in units of frequency s$^{-1}$) that an electron is released from a trap and gets promoted to the transport level $(E_F)$, $v_0$ is the so-called attempt-to-jump frequency, and $E_i$ is the energy of the trap. The MT hence assumes that electron transport occurs via a succession of trapping and de-trapping events, the latter being controlled by thermal excitation from a trap to the transport level. As a consequence, electrons sitting in deep traps (with energies well below the transport level) have a low de-trapping probability and long residence times (inverse of $v_i$). The opposite occurs for shallow traps. Thus, deep distributions produce slow transport. An increase of the temperature or an occupation of the deepest traps accelerates transport.

It can be demonstrated by theoretical arguments and numerical simulation that the diffusion coefficient of the MT model is

$$D_J^{\text{MT}} = \frac{n_0}{N_L} D_0 = \frac{N_0}{N_L} \exp \left[ (E_F - E_0) \left( \frac{1}{k_B T} - \frac{1}{k_B T_0} \right) \right] D_0 \quad (1.26)$$

which predicts an exponential dependence of the diffusion coefficient with respect to the voltage (straight line in the semilogarithmic plot with slope $(1-\alpha) q/k_B T$). As it will be seen in Chapter 3, the diffusion coefficient is intimately related to the electron transport resistance.
3. References.


Chapter 2:

Semiconductor-Electrolyte junction:
Photocatalytic applications
1. Introduction.

The history of photoelectrochemistry of semiconductors \(^1\) starts in the 19th century. It is difficult to quote the first work of photoelectrochemistry, although it seems that it was the work realized 170 years ago by Becquerel.\(^2\) This author found that an electric current is generated when a semiconductor electrode immersed in an acidic aqueous dissolution is illuminated. Some concepts that have served as a basis for the development of the photoelectrochemistry of semiconductors are related to the photoelectrochemical behaviour of adsorbed layers and oxidized metals.\(^3\) The photoelectrochemistry of semiconductors, like independent scientific branch, started in the 1950s, when Brattain and Garrett\(^4\) managed to establish the relationship between the photoelectrochemical properties of monocrystalline semiconductors and their typical electronic structure. At the same time, this discipline started to use the principles of the classical theory of electrochemistry.

A fundamental advance in the development of this discipline was constituted by the work of Gerischer.\(^5\) Photoelectrochemistry received a considerable impulse in 1970s when Fujishima and Honda\(^6\) demonstrated water decomposition into oxygen and hydrogen under UV light illumination. Using a cell consisting of a semiconductor (TiO\(_2\)) and a metallic electrode (counter-electrode) immersed in an aqueous electrolyte, light energy was used to obtain chemical energy.

At present, fundamental studies try to clarify the essentials of electron transfer across the semiconductor/electrolyte interface. Departing from the initial Gerischer model, different systems have been studied, such as nanocrystalline electrodes, systems of quantum dots, dispersions of nanoparticles, etc.\(^7\) Besides, studies aim at a systematic optimization of the physicochemical material properties governing the photocatalytic process.

It is important to mention that photoelectrochemistry is intimately related to heterogeneous photocatalysis in solution,\(^8\) which is extensively studied due to its more direct applications. For photocatalysis to take place oxidation reactions (based on the transfer of photogenerated holes) and reduction reactions (involving photogenerated electrons) have to occur simultaneously. The overall reaction relies on a precise balance of these two processes. In the case of catalyst particles or particle agglomerates, this balance is limited to discrete units where oxidation and reduction processes occur in parallel with electron–hole recombination. Such a photocatalyst particles or agglomerate may therefore be considered a photoelectrochemical cell under short-circuit conditions.\(^9\) A main advantage of electrochemistry for the analysis and manipulation of photocatalytic reactions is based on the possibility of separating anodic and cathodic processes at different electrodes. This provides a very systematic and controlled way of gaining fundamental knowledge on processes of relevance for the overall photocatalytic event.
2. **Photocatalysis.**

2.1. **Basic concepts and principles.**

Photocatalysis relies on photochemical reactions at the surface of a solid semiconductor (*photocatalyst*), which are induced by the absorption of photons. The term photocatalysis is still under debate, since it implies that during the reaction, photons are acting as catalyst, when in fact they are consumed like a reagent in a chemical process. Therefore, photocatalysis might be defined as the acceleration of a photoreaction by the presence of a photocatalyst. In the case of heterogeneous photocatalysis, the photocatalysts are normally particles of semiconductor oxides that, under illumination, photocatalyze different redox processes. One of the main practical aspect of heterogeneous photocatalysis is the decontamination of pollutants in solution as well as in the gas phase. The most commonly employed semiconductor in this regard is TiO$_2$ due to its favourable properties with respect to other semiconductors: (1) high photoactivity as well as (2) high chemical stability and photostability.

All processes of decontamination or degradation of pollutants are based on a similar action mechanism (Figure 2.1). When the semiconductor oxide is exposed to photons with an energy exceeding the semiconductor's band gap, electron-hole pairs (*excitons*) are formed. Valance band holes ($h^+$) are strong oxidizing agents in the case of a typical photocatalyst like TiO$_2$ and react with electron donor species (D) or generate active intermediates. On the other hand, the photogenerated electrons ($e^-$) are moderate reduction agents and react with electron acceptor species (A). Both oxidation and reduction reactions take place simultaneously and compete with the recombination (R) of photogenerated electrons and holes. By this way, the system is autoorganized two-dimensionally in regions with reducing ability (with trapped electrons) and regions with oxidizing ability, where the holes are transferred to e.g. organic molecules.

![Figure 2.1: Scheme of photoinduced charge separation processes and redox reactions induced by photogenerated charge carriers (electrons and holes).](image-url)
2.2. Mechanisms of photocatalysis.

Different models have been proposed to explain the mechanism governing photocatalysis on TiO\textsubscript{2}. The model of Gerischer-Heller,\textsuperscript{11–14} which is based on the balance between anodic processes (oxygen evolution, oxidation of organic compounds) and cathodic processes (reduction of oxygen to superoxide, peroxide or water; reductive doping of the semiconductor by means of hydrogen insertion). This model is based on electron trapping in certain areas of the oxide surface generating Ti(III) sites. A local increase of the electrical conductivity favours electron transfer to adsorbed species or species in solution. The detailed mechanism of photocatalytic processes, however, is yet not well understood\textsuperscript{15} especially for the initial stages of the interfacial charge transfer. It is well-known that the electron transfer from the conduction band to oxygen, which is one of the most relevant electron acceptors in photocatalysis, is usually the rate-determining step in the global photocatalytic process.\textsuperscript{16,17}

Different models describing the transfer of photogenerated holes across the semiconductor/electrolyte interface have been proposed to explain experimental findings. Some authors claimed the generation of OH radicals, which would be able to diffuse away from the semiconductor surface to induce oxidation reactions of dissolved species.\textsuperscript{18,19} The direct/indirect model on the other hand considers hole transfer via two possible paths:\textsuperscript{20,21}

- Indirect transfer (IT), where a hole trapped at the semiconductor surface is isoenergetically (without energy loss, elastic process) transferred to dissolved pollutant molecules.
- Direct transfer (DT), where a VB free hole is adiabatically transferred (with energy loss, inelastic process) to (specifically) adsorbed pollutant molecules.

The ability of the model to explain experimental findings was highlighted by studying the photooxidation of model molecules such as methanol and formic acid, which differ significantly in their adsorption behaviour thus determining the branching ratio between the direct and the indirect transfer paths.

3. Photoelectrocatalysis.

Photoelectrocatalysis relies on the improvement of the photocatalytic performance of an immobilized catalyst film by the action of an externally applied electrical field. The external field enhances the separation of photogenerated electrons and holes and allows for driving oxidation and reduction reactions on two spatially separated electrodes. Hence, oxidation and reduction half-reactions, which in conventional photocatalysis (i.e. in the absence of an externally applied potential) take place on a single semiconductor particle or aggregate, can be decoupled leading to decreased charge carrier recombination. A prerequisite for photoelectrocatalysis is the immobilization of the electro- and photoactive material on a conducting substrate, which allows for externally modifying the Fermi level of the photocatalyst. Similar to conventional photocatalysis, the flow of electrons towards the surface or to the conductive substrate must equal the corresponding flow of holes.
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<table>
<thead>
<tr>
<th>Photocatalysis</th>
<th>Photoelectrocatalysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>No control of potential applied</td>
<td>Control of potential applied</td>
</tr>
<tr>
<td>Suspension or thin film</td>
<td>Thin film</td>
</tr>
<tr>
<td>No-/conductive substrate</td>
<td>Conductive substrate</td>
</tr>
<tr>
<td>Anodic and Cathodic processes</td>
<td>Anodic and/or Cathodic processes</td>
</tr>
</tbody>
</table>

The quantum efficiency of a photocatalyst is defined as the ratio between the rate of the photocatalytic reaction in units of elementary charge and the flow of incident photons. In photoelectrocatalysis the quantum efficiency is increased by an external electrical field, which allows for spatially separating the photogenerated charge carriers (Figure 2.2). In the case, where the photoactive material forms part of a photoanode (n-type semiconductor), photogenerated electrons will flow via the external circuit to the counter-electrode where they induce a reduction reaction. The oxidation reaction, on the other hand, takes place at the semiconductor.

From a fundamental point of view, the application of a photoactive material in the form of a thin film electrode opens the possibility of using standard electrochemical methods for studying independently the anodic and cathodic parts of the overall reaction.

![Figure 2.2](image)

**Figure 2.2:** Scheme of a photoelectrochemical cell under different conditions of the Fermi level that can be induced by application of external bias or under exposure to photons with energy exceeding the band gap of the respective semiconductor.

The high relevance of semiconductor electrochemistry in the field of photocatalysis is highlighted by

- studies of decontamination or degradation of organic and inorganic compounds in dissolution or in the gas phase.23–26
- studies of fundamental character.27–29
- preparation and characterization of new catalysts.30,31
- Hydrogen generation and water splitting.32–34
In this context, the impact of electrochemistry on photocatalysis can be ascribed to two main aspects: the possibility to gain fundamental knowledge by using electrochemical methods as an analytical tool and the improvement of the performance of an immobilized catalyst film by the action of an externally applied electrical field.

4. Approaches to modify the photocatalytic activity.

Heterogeneous photocatalysis in suspensions or on thin semiconductor layers present a series of intrinsic limitations, which can reduce the efficiency of the photoinduced redox processes. They are the following:

- Low light absorption in the visible range of the solar spectrum.
- Competition between recombination of photogenerated holes and electrons with interfacial charge transfer.
- Different rates of interfacial charge transfer of electrons and holes that can limit the global process.\(^{35}\)

The use of wide band gap semiconductor oxides such as anatase TiO\(_2\) (3.2 eV) represents an advantage with respect to photocorrosion processes. Nevertheless, this characteristic limits the light absorption to the UV region of the solar spectrum. However, the spectral response of semiconductors can be improved by means of different strategies:

- The doping of the semiconductor, by the introduction of dopant; or in case of metal oxides, by the introduction of oxygen deficiency.\(^{36,37}\) The inclusion of metals and non-metals (V, Cr, Mn, Fe, N, C, S) in the crystalline network of the semiconductor oxide is a method that allows for the displacement of the absorption threshold, from the UV region to the visible. The optical response of materials is determined by the electronic structure, which is related to chemical composition, structural properties and physical dimensions.

- The sensitization of the semiconductor with dye molecules that absorb light in the visible range and that are capable of injecting electrons into the conduction band of the semiconductor from its excited state.\(^{38}\) This strategy has been applied successfully in photovoltaic systems (Dye-Sensitized Solar Cells or Grätzel cells).\(^{39,40}\) (See Chapter 3).

As discussed in the previous chapter, it is generally accepted that due to the penetration of the mesoporous network by an electrolyte of high ionic strength and due to small size and the low doping level of the particle no significant electric fields are present in the semiconductor thin film.\(^{41,42}\) Electron transport is, therefore, based on electron diffusion and consequently recombination of charge carriers depends critically on the nature of the semiconductor, as well as on the interfacial redox reactions. The decrease of charge carrier recombination is a prerequisite to improve the photocatalytic performance of semiconductor electrodes.

To accelerate the interfacial charge transfer processes and to reduce recombination, systems based on metal/semiconductor or semiconductor/semiconductor nanocomposites have been used.\(^{43,44}\) In the latter case semiconductors with different band gaps are used.
The connection of two semiconductors allows to increase the charge separation and to extend the range of photoexcitation energies.

Another strategy is the use of systems with quantum confinement (quantum dots), the superficial modification by adsorption or the modification of the semiconductor bulk. A purely electrochemical method has been studied in this Thesis to improve the photocatalytic activity. This method consist of an electron accumulation in the semiconductor accompanied by charge compensation via proton/cation adsorption or intercalation. The influence of electrochemical doping on the photoelectrocatalytic and photovoltaic properties of mesoporous TiO$_2$ films will be discussed in Chapters 5 and 6.
5. References.
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Chapter 3:

Semiconductor-Electrolyte junction:
Photovoltaic applications
1. Introduction.

Most of the solar cells used up to now are bulk-type, single- or multi-crystalline silicon solar cells. The typical structure of silicon cells (bulk-type) is a thin n-type emitter layer (1µm) on a thick p-type substrate (300µm), known as p-n junction. This junction is created by doping different regions of the same semiconductor with different impurities. In this way, an interface between n-type and p-type material is obtained, which creates a built-in electrical field as a consequence of the different chemical potential. This intrinsic electric field favours charge separation of electron-hole pairs when a photon of higher energy than the band gap is absorbed. In particular, the photogenerated electrons and holes diffuse toward the space charge layer in the interface where they become separated by the internal electrical field. This effective charge separation is due to the relative long diffusion length of electrons and holes in crystalline silicon.

There have been several theoretical calculations on the maximum power conversion obtainable for solar radiation using a single-junction (p-n) solar cell. The theoretical considerations of Shockley and Queisser establish an upper limit of the efficiency of 31% for a semiconductor with a bad gap energy of 1.3 eV under AM 1.5 illumination. It has been known for some time that a drastic reduction of cell cost and increase of the conversion efficiency cannot be expected by using the conventional material and solar cell structures. Based on the theoretical maximum conversion efficiency and on the nature of the materials, photovoltaic cells can be grouped in different categories (Figure 3.1).

![Figure 3.1: Certificated maximum record efficiency (%) for different thin film technologies (taken from www.orgworld.de)](Image)

Crystalline silicon solar cells (first generation) showed a confirmed record efficiency of 25% in 2011; however these cells use material of high purity with low concentrations of structural defects, which is associated to considerable manufacturing costs. The second generation of solar cells are based in a thin film technology (≈2µm). This is the case of amorphous silicon cells, which attracted attention for the possibility to reduce the manufacturing cost with respect to bulk-type crystalline silicon cells. However, other
materials for thin film technologies have been explored, like for example CdTe.4–6 These materials are direct band gap semiconductors. For this reason, only a thin film is required for complete light absorption. The highest performance obtained among all thin-film technologies was 19.4%3 for a CIGS cell of 1 cm². Nevertheless, the main issue associated with this kind of devices is that they contain toxic materials.

In the 1990s, a new concept of solar cells (third generation) based on nanostructured and organic materials were conceived as a new approach to low-cost and biocompatible photovoltaic devices. In particular the most active research fields comprise organic heterojunction solar cells,7 extremely thin absorber (ETA) cells,8,9 hybrid solar cells10,11 and dye-sensitized solar cells (DSSC).12 This technology is one of the main topics of study in this Thesis.

DSSCs combine the processes of absorption of light and charge separation thank to the association of dye molecules and a semiconductor with a wide band gap. This architecture was first developed by O’Regan and Grätzel in 1991.12 Previously, energy conversion from dye-sensitized TiO₂ electrode immersed in an electrolyte was reported by Vlachopoulos in 1988.13 Although the charge separation was able to occur at high efficiency, energy conversion efficiency was not high due to the low light absorption capabilities of the cells. This problem was overcome by O’Regan and Grätzel using a mesoporous electrode that increases the surface area. By designing proper electrode thickness and sensitization dyes, the measured energy conversion efficiency was over 11%.14 This figure has been slowly improved over the years and a new record efficiency of 13% has been reported recently using cobalt complexes as the redox mediator and a porphyrin as dye molecule.15

In spite of the record energy conversion efficiency, DSSCs have been considered an attractive new class of solar cells and a promising alternative to silicon solar cells due to a collection of appealing properties:

- **Low cost:** The manufacturing cost of these cells is expected to be relatively low because they are assembled from cheap materials and their preparation does not require high temperatures or vacuum.
- **Flexibility:** It is possible to deposit these materials onto flexible polymer materials that can be used as substrates.
- **Colour availability:** The colour of these cells can be controlled by changing the molecular structure of the dye or by playing with the refraction index.
- **Potential for indoor applications:** Under relative low intensity light irradiation conditions, these cells maintain a relatively good performance.

During the development of this Thesis, a new concept of solar cells based on a new perovskite material has appeared. This kind of solar cells, that in its initial stages employ perovskite as light absorbers instead of dye molecules, have emerged from the field of DSSCs.12,16,17 The perovskite appeared as an alternative approach, such as quantum dots or extremely thin semiconductor absorber layers, that should enable complete light absorption in much thinner films and may in addition open possibilities for pushing the photoactivity further into the near-infrared (NIR).18–20 The first peer-reviewed journal publication of a perovskite-sensitized solar cell came in 2009, where the CH₃NH₃PbI₃ absorber resulted in a 3.5% efficient sensitized solar cell employing the iodide/tri-iodide
N. G. Park and co-workers improved on this further via optimization of the titania surface and perovskite processing, reporting a 6.5% CH$_3$NH$_3$PbI$_3$ liquid electrolyte solar cell. However, the main handicap of these electrolyte-based perovskite-sensitized cells is that the perovskite absorber dissolves or decomposes in the electrolyte, and the cells rapidly degrade within a few minutes. The solution was to optimize the perovskite absorber with a solid-state hole conductor, as Miyasaka and co-workers had initially attempted in 2008. Fortuitously, the collaboration between some researchers (Snaith, T. N. Murakami, T. Miyasaka, N. G. Park, M. Grätzel and co-workers) developed solid-state perovskite solar cells employing (2,2(7,7)-tetrakis-(N,N-dimethoxyphenylamine) 9,9(-spirobifluorene)) (spiro-OMe-TAD) as the hole transporter and presented maximum full sun power conversion efficiencies of between 8 - 10% employing CH$_3$NH$_3$PbI$_3$–xCl$_x$ mixed halide perovskite and CH$_3$NH$_3$PbI$_3$, respectively. Nevertheless, up to now, the record efficiency with this kind of solar cells is 20.1% (Figure 3.1) The primary advantage that the perovskite absorbers have over molecular dyes is that they are much stronger light absorber and over a broader range, enabling complete light absorption in films as thin as 500 nm. Nevertheless, the latest investigation lines do not try to push forward the efficiencies of such devices, but improve its long-term stability instad.

2. **Structure of the Dye-Sensitized Solar Cells.**

A DSSC is a photovoltaic device where the working electrode consists of a mesoporous semiconductor oxide film with dye molecules adsorbed on its surface by chemical bonds to absorb the sunlight. In addition, an electrolyte solution containing a redox mediator and a counter-electrode are needed to complete these light harvesting systems and energy conversion devices (Figure 3.2). The photophysical, photochemical, optical and electrochemical properties depend critically on each component and on the combination of them.
2.1. **Semiconductor: Working electrode.**

The semiconductor oxide film acts as the electron conductor (n-type) and physical support of the sensitizer dye molecules in DSSC. An important factor for a high adsorption of light by dye molecules is its mesoporous condition. A mesoporous structure could have a surface area available for dye absorption more than a thousand times larger than a flat electrode of the same geometric area. On the other hand, it is known that the structure of the semiconductor film not only determine the dye loading, but also another properties like electron transport or recombination processes. For this reason, nanostructures such as nanoparticles, nanotubes, nanowires, core-shells among others have been studied in the literature.

The oxide semiconductor TiO$_2$ has been by far the most widely used as electrode film in DSSC. The TiO$_2$ is a cheap and stable material, a non-toxic oxide with a high refractive index and several crystal forms: rutile, anatase and brookite. In spite of rutile being the thermodynamically most stable phase, anatase is, however, the most common form used in DSSC due to its larger band gap (3.2 eV) and higher conduction band edge energy.

![Figure 3.3: Energetic scheme of conduction band, valence band and band gap for different semiconductors in contact with aqueous electrolyte at pH 1.](image1)

It is important to mention that many others wide band gap semiconductor oxides (ZnO, SnO$_2$ and Nb$_2$O$_5$) have also been explored as potential electron conductors in DSSC. The most accepted alternative to TiO$_2$ is ZnO, whose most thermodynamically stable phase is the wurtzite structure. This oxide shows a band gap and a conduction band edge very similar to anatase TiO$_2$ among other potentially favourable characteristics. For instance, single-crystalline ZnO presents much higher electron mobility than anatase TiO$_2$ and a rich variety of nanostructures and synthesis routes. However, ZnO has certain drawbacks as photoanode material that will be discussed in this Thesis. In fact, up to now, no other material has reached efficiencies comparable to TiO$_2$. 
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2.2. Dye: Photosensitizer.

As a consequence of the wide band gap of the semiconductor (≈ 3.2 eV for anatase TiO$_2$) no visible light can be absorbed by the semiconductor on its own. For this reason, the function of harvesting solar light is carried out by dye molecules, which must absorb light across the entire visible range and even part of the near-infrared. The addition of the dye molecules to the semiconductor surface thus sensitzes the electrode with respect to visible light, being this process, together with the mesoporous morphology of the semiconductor, the fundamental aspect that makes a dye solar cell a viable photoconverter. The attachment to the surface of semiconductor depends on the nature of dye. However, most of the dyes used are linked by acidic groups, basically carboxylic groups, allowing a good electronic contact between different parts. In Chapter 10 of this Thesis other chemical groups as anchoring moieties for dyes will be analyzed.

Upon illumination, the dye molecules are promoted to their excited state, from where the dye molecules can relax towards its ground state or can inject an electron into the conduction band of the semiconductor. For efficient charge separation, the electron injection rate must be 100 times faster than the relaxation of the excited dye. This kinetics depends on the interaction of semiconductor with the dye as well as the energy difference between the conduction band of the semiconductor and the excited state of the dye and the electronic coupling between their orbitals. The excited state of the dye must remain higher enough with respect to the TiO$_2$ conduction band edge for efficient charge separation. However, the spatial orientation of the ground state and excited state influences not only the electron injection but also the electron recombination between the photoinjected electrons into semiconductor and the oxidized dye. For optimal performance, the molecular orbitals of the excited electronic state should be in close contact with the semiconductor surface, in contrast to those of the ground state, which should be far away from the surface.

Ruthenium-complex dyes (N719, Z907, N3, C101...) are the most used as well as one of the most successful sensitizers for application in DSSC. This kind of sensitizers consists of a central metal ion with ancillary ligands having at least one anchoring group. These dyes exhibit a strong absorption in the visible range due to the metal-to-ligand charge transfer process (MLCT) with moderate absorption coefficient ($\varepsilon < 18000$ cm$^{-1}$M$^{-1}$). Generally, it is accepted that electron injection by these dyes is very fast and this process is not considered a limiting factor in the DSSC performance, at least when the semiconductor is TiO$_2$. However, based on their chemical, thermal, optical properties and electrochemical stability, many other molecules have been examined as an alternative to Ru-complex dyes. Metal-free organic dyes (D358, D149, Eosin-Y, RK1...), porphyrins (LD14, YD2-0-C8...), phtalocyanines (ZnPc5, TT40...) or donor-π-acceptor dyes (C219, D205...) among other dyes families have been studied along the literature. In Chapter 9, we will analyze in detail the kinetics of the electron injection process for the N719 dye in contact with both TiO$_2$ and ZnO photoanodes.

---

1 Some authors call LUMO (Lowest Unoccupied Molecular Orbital) the excited state of the dye molecule. However, the LUMO strictly refers to unoccupied molecular orbitals of the molecule in its ground state, without any optical excitation.
2.3. Electrolyte: Hole conductor.

The electrolyte is a crucial component in a DSSC, as it plays different roles in the functioning of these devices. It is, as a matter of fact, one of the main objects of study in this Thesis. The electrolyte acts as a redox mediator with respect to the electron injection process of the dye and as hole conductor. It is in fact the analogue of the p-type semiconductor layer in a traditional silicon p-n solar cell.

The basic components of the electrolyte used in DSSC are a solvent and a redox couple. A great number of redox mediators and solvents have been explored. However, up to now, the most frequently used and at the same time the most successful electrolytes are composed of the redox pair I-/I$_3$ or, alternatively, complexes of Co$^{2+}$/Co$^{3+}$ in an organic solvent (commonly acetonitrile).

The aim of the redox couple in the electrolyte is the regeneration of the dye after photoinduced electron injection into the electronic states of the semiconductor. After electron injection the dye must be reduced by an electron donor (I$^-$ or Co$^{2+}$) to be regenerated. For an efficiently charge separation, the dye regeneration rate must be faster (typical rate constant are in the order of $10^{-6} - 10^{-9}$s$^{-1}$) than the electron recombination from conduction band to oxidized dye. For example, in a high-performance DSSC system such as N3 adsorbed onto TiO$_2$ a regeneration time of $10^{-7}$ s$^{-1}$ has been measured, which is much faster than the recombination time ($10^{-3}$s$^{-1}$). For this fast regeneration, high concentrations of iodide ions ($10^{20}$ cm$^{-3}$ – 0.5M) in the electrolyte are required.

The most important parameter controlling the dye regeneration is the free energy difference between the ground state of the dye and the redox potential of electrolyte ($\Delta G_{reg}$). This is the driving force that makes it possible the electron transfer. For ruthenium-complex sensitizers and also for some organic dyes this is in the order of 0.5V. However, in addition to the redox potential of electrolyte, the dye regeneration rate has been found to depend on the nature and concentration of the cations present in the electrolyte as well as on the presence of additives that can modify $\Delta G_{reg}$.

Apart from solvent and redox mediator, electrolytes contain, as mentioned, additives. They are not necessary for the functioning of the cells but increase the performance of the devices. The most common additives are Lewis acids and bases such as Li ions (Li$^+$), 4-tert-butilpyridine (Tbp) and related compounds. The basic action of these additives is that the conduction band edge of the semiconductor becomes shifted. For instance, it shifts toward lower energies upon addition of Li$^+$ to the electrolyte due to surface adsorption and intercalation of Li$^+$ ions in the lattice of the semiconductor. In contrast, conduction band edge shifts toward higher energies upon addition of Tbp, possibly due to Tbp adsorption on the surface of semiconductor. These additives play not only an important factor in the regeneration dye rate, but also affect the electron injection and the recombination rate of electrons in the semiconductor with electron acceptors in the electrolyte as we will see in Chapter 9.

The transport of the redox mediator between the electrodes is carried out by ion diffusion. The oxidized species of electrolytes must migrate to the counter-electrode, where it will be reduced. After the regeneration of the reduced species of redox pair, they must diffuse to the vicinity of the oxidized dye attached onto surface of semiconductor to
regenerate it. These processes of diffusion depend on the viscosity of the electrolyte solvent, which can originate mass-transport limitations of both species that can affect the regeneration of the dye.\textsuperscript{65} Mass-transport limitations not only slow down the regeneration of the dye, but also enhance the recombination of injected electrons with the oxidized species in the electrolyte in the vicinity of the semiconductor surface. This latter process represents one of the most important loss mechanisms in the cells. Electron recombination depends strongly on the chemical nature of the electrolyte (solvent and redox pair). For example, the iodide/tri-iodide couple shows a much slower kinetics of electron recombination than the Co\textsuperscript{2+}/Co\textsuperscript{3+} redox couple.

In relation to (liquid) electrolyte solvents, two kinds have been employed in DSSC: organic solvents (acetonitrile, methoxypropionitrile, propylene carbonate...) and ionic liquids (imidazolium, pyrrolidinium...). The main advantage of organic solvents is its low viscosity, which allows for rapid diffusion of ionic species in the electrolyte, hence facilitating dye regeneration and rapid reaction in the counter-electrode. In contrast, ionic liquids are characterized by a high viscosity, which usually leads to mass-transport limitations. However, this disadvantage is compensated by an insignificant vapour pressure. For this reason, ionic liquids have been employed as non-volatile alternatives to organic solvents.

2.4. Counter-electrode.

The counter-electrode in a DSSC is usually formed by a thin catalytic layer of platinum deposited onto a conducting substrate. However, another materials have been tested like graphite or conducting polymers such as PEDOT\textsuperscript{49} or cobalt sulfide.\textsuperscript{66} In any case, the function of the counter-electrode is the reduction of the oxidized species of the redox couple of the electrolyte. This electron transfer reaction becomes rapid thanks to the catalytic effect of substances like platinum.


We now describe shortly the functioning of a DSSC device (Figure 3.4). Upon illumination and after photoexcitation of the dye [1], electron injection from its excited state into the semiconductor takes place [2]. Photogenerated electrons travel through the mesoporous film\textsuperscript{67,68} by a diffusion gradient toward the collector substrate [3]. The extracted electrons can then perform work in an external circuit and return to the counter-electrode [4], where the oxidized species of the redox couple is reduced [5]. After the electron injection by the dye molecule, the oxidized dye molecules (radical cation) have to be regenerated by the reduced species of redox couple present in the electrolyte [6]. Thus, this electron transfer closes up the electron cycle and enables the current to flow through the solar cell circuit. Nevertheless, several unwanted processes can compete with efficient charge separation and electron collection. After excitation of the dye molecule, the electronic relaxation of the dye may occur before electron injection [R\textsubscript{1}]. After electron injection into the semiconductor, the photoinjected electrons can recombine before
reaching the collector substrate with the oxidized dye \([R_2]\) or with the oxidized species of the redox pair \([R_3]\).

1. Photoexcitation: \(S + h\nu \rightarrow S^*\)
2. Electron injection: \(S^* \rightarrow e_{(SC)}^- + S^+\)
3. Relaxation: \(S^* \rightarrow S + h\nu\)
4. Electron transport: \(e_{(SC)}^- \rightarrow e_{(FTO)}^-\)
5. Recombination-dye: \(S^+ + e_{(SC)}^- \rightarrow S\)
6. Recombination: \(2e_{(SC)}^- + I_3^- \rightarrow 3I^-\)
7. Dye regeneration: \(2S^+ + 3I^- \rightarrow 2S + I_3^-\)

**Figure 3.4:** (Left) Reactions that describe the functioning of DSSC and (right) energetic diagram including the different electron transfer processes that take place in a DSSC.

As have been described above, DSSC are photoelectrochemical devices where several electron transfer processes run in parallel and in competition. Charge separation and electron transport processes favour the current flow through the device; however processes such as relaxation of the dye or electron recombination constitute the main loss channels. The most characteristic feature of this type of solar cell (in contrast to others like p-n solar cells) is that the current flow is not only favoured energetically, but also kinetically due to the difference in rate constants associated to all the processes involved (Figure 3.5).

**Figure 3.5:** Time-scale of the different electron transfer processes in a DSSC.
4. **Theoretical description of Dye-Sensitized Solar Cells.**

4.1. **Current voltage characteristics.**

A solar cell is a particular case of a diode, which favours current flow in one direction, but not in the opposite. A diode has a certain characteristic relationship between produced current and applied voltage. This relationship, known as the current-voltage characteristics or IV curve, can be written in general as

\[ J = J(V) \quad (3.1) \]

where \( J \) is the dc electrical current density running through the device and \( V \) is an externally applied bias. The universal shape of an IV curve in a solar cell (Figure 3.6) is a consequence of the balance of two opposing mechanisms: (1) light-induced charge separation and subsequent current generation and (2) loss processes (recombination). The application of an external forward bias to the solar cell brings about the accumulation of electrons within the anode, which leads to an increase of the dark current that opposes the current generated by the device. The net current tends to cancel at sufficiently high bias (open-circuit condition). In this situation, the charge generation (\( G_n \)) is equal to the rate of electron recombination (\( U_n \)), that is, all photogenerated electrons are recombined. On the other hand, the maximum current is produced at zero bias (short-circuit condition), when the recombination processes are minimized.

\[ \text{Figure 3.6: Universal shape of an IV curve where different key parameters are shown: } J_{sc} \text{ (short-circuit photocurrent) and } V_{oc} \text{ (open-circuit photovoltage).} \]

The behaviour of a solar cell can be described by the diode equation. Assuming no series resistance, this can be written as\(^1\)

\[ J = J_{sc} - J_0 \left( \exp \left( \frac{qV}{m_kgT} - 1 \right) \right) \quad (3.2) \]
where $J_{sc}$ is the short-circuit photocurrent, $J_0$ is the exchange-current, $q$ is the elementary charge, $k_B$ is the Boltzmann constant, $T$ is the absolute temperature and $m$ is the ideality factor.

### 4.2. Photovoltage and Electron recombination.

In a DSSC, the open-circuit photovoltage ($V_{oc}$) corresponds to the free energy difference between the Fermi level of the semiconductor under illumination ($E_F$) and the free electron energy of the redox system ($E_{redox}$). Under working conditions, $E_F$ comes close to the energy of the conduction band edge ($E_C$) because trap sites located below conduction band are occupied by photogenerated electrons. Thus, $V_{oc}$ is heavily influenced by the choice of semiconductor ($\alpha$ parameter, see Chapter 1) and the redox mediator used for the device. At present, the most widely used materials are TiO$_2$ for the semiconductor electrode and ($I^-/I_3^-$) for the redox system. However, the $V_{oc}$ can be affected by energetic shifts of CB induced by additives like Li$^+$ and Tbp as mentioned above.

Nevertheless, the presence of additives in the electrolyte is not the only factor that determines the $V_{oc}$. Among the different electron transfer processes of efficiency loss, the most important channel is the electron recombination from electronic states in the semiconductor with oxidized species of the redox couple present in the electrolyte. Therefore, DSSCs with the same energetic difference between the CB edge of semiconductor and $E_{redox}$ of electrolyte can show different $V_{oc}$ depending on the recombination rate. According to classical chemical kinetics, the rate of the so-called back reaction ($U_n$) depends on the reactant concentrations and the rate constants for electron transfer:

$$U_n = k_0 n^n I_{3^-}^{W I_3^-}$$  \hspace{1cm} (3.3)

where $k_0$ is the constant rate for the back reaction of electron, $n$ is the electron concentration and the power exponents represent the partial reaction orders with respect to electrons and tri-iodide ions, respectively. To simplify the model that describes the electron recombination, several assumptions can be considered:

- The reaction is first order with respect to electron and tri-iodide concentration.
- Electrons can be transferred from conduction band only.
- Tri-iodide concentration is many orders of magnitude larger than the electron concentration, thus, it can be considered constant.

Assuming these statements,

$$U_n = k_r n_c$$  \hspace{1cm} (3.4)

where $k_r$ corresponds to $k_r = k_0[I_3^-]$ and $n_c$ is the free electron concentration of electrons in the conduction band. This linear recombination term was introduced in the theoretical model proposed by Södergren et al. in an early stage of DSSC research. However, evidence for non-linearity in the recombination is often found in DSSC. Nonlinear features are detected in the nonideal dependence of the open-circuit photovoltage on...
illumination intensity and in the nonideal behaviour of the recombination resistance with respect to applied bias.

At open-circuit conditions and under illumination, all injected electron will be recombined. Therefore,

$$G_n = U_n \tag{3.5}$$

where $G_n$ in the generation rate, describing the rate of electron injection into the electronic states of the semiconductor. This parameter is proportional to the intensity of the incident light ($I_0$). Thus, if we assume linear recombination kinetics, from Equation 3.4, 3.5 and 1.18, the following relationship between photovoltage and light intensity is found

$$V_{OC} \propto \frac{k_B T}{q} \ln I_0 \tag{3.6}$$

This approximation predicts, therefore, that DSSC should behave as an ideal diode, and a semilogarithmic plot of $V_{OC}$ versus light intensity should give a linear response with a slope of 26 mV at room temperature. However, usually DSSC photovoltage shows higher slope than 26 mV and the empirical non-ideality factor $m$ (Equation 3.2) accounts for this nonlinear behaviour

$$V_{OC} \propto \frac{mk_B T}{q} \ln I_0 \tag{3.7}$$

Nonlinear features in DSSC do also show up in the nonideal behaviour of the recombination resistance with respect to applied bias. To get insight into this point, we relate the recombination current ($j_{rec}$) to the recombination rate via

$$j_{rec} = q d U_n \tag{3.8}$$

where $d$ is the film thickness. From the reciprocal derivative of this recombination current with respect to voltage the recombination resistance ($R_{rec}$) is obtained

$$R_{rec} = \frac{1}{A} \left( \frac{\partial j_{rec}}{\partial V} \right)^{-1} \tag{3.9}$$

where $A$ is the surface area. Combining Equations 3.8 and 3.9, the recombination resistance can be related to the derivative of the recombination rate

$$R_{rec} = \frac{1}{q d A} \left( \frac{\partial U_n}{\partial V} \right)^{-1} \tag{3.10}$$

As we will see in subsequent chapters, the recombination resistance can be extracted from spectroscopy impedance measurements. In these experiments, it is typically found that the resistance fits to the following empirical equation when measured as a function of applied bias:

---

Note: This equation can easily be obtained if one imposes the open-circuit condition ($J = 0$) in the non-ideal diode equation (Equation 3.2) and it is assumed that the $J_{sc}$ is directly proportional to the illumination intensity $I_0$. 

---
\[ R_{\text{rec}} = R_{ct,0} \exp \left( -\beta \frac{qV}{kT} \right) \]  
\( (3.11) \)

where \( R_{ct,0} \) is a constant and \( \beta \) the so-called transfer parameter or recombination parameter. In a linear (ideal) model \( \beta \) would be equal to one. However, in actual cases, \( \beta \) takes usually values smaller than 1. This is interpreted as an indication of the non-linear character of recombination in DSSC.\(^7^1\) Thus, a non-linear recombination model can be written as

\[ U_n = k_r n_n^\beta \]  
\( (3.12) \)

where \( \beta \), the transfer parameter, defines the recombination order in the sub-linear recombination kinetics with respect to free electrons. Identifying Equations 3.11 and 3.12 with the diode equation (Equation 3.2), it can be found that \( \beta \) can be related to the non-ideality factor \( m \) by its inverse \( (m=1/\beta) \).

The origin of non-linearity or non-ideality is an open problem. A recombination order lower than 1 is an empirical way of describing that electron transfer from the TiO\(_2\) layer to the electron acceptor of the redox couple in the electrolyte may take place from other different routes to the conduction band. Therefore, two different routes for the electron recombination have been considered: (1) conduction band and (2) surface states localized in the band gap of the oxide.\(^7^3\)–\(^7^5\)

In this connection, a number of studies have already been devoted in the literature to study electron recombination in DSSC from a fundamental point of view.\(^7^6\)–\(^8^1\) However, the most accepted view of this topic was developed by Bisquert and co-workers.\(^7^6,8^2\) This model can explain the electron recombination in DSSC, whose recombination rate is determined by the energetics of electron in the semiconductor, mediated by the distribution of localized states, and by the energetics of electron acceptors, which depend on the composition of electrolyte. The recombination rate can be estimated by the following equation

\[ U_n = d \int_{E_{\text{redox}}}^{E_c} g(E)f(E-E_F)P_R(E)dE \]  
\( (3.13) \)

where \( f(E-E_F) \) is the occupation probability in the semiconductor at a certain position of the electron quasi-Fermi level \( E_F \) (Fermi-Dirac distribution) and \( P_R(E) \) is the probability of recombination at a given value of the energy (density of acceptor states). If we assume a one-electron charge transfer from semiconductor to electron acceptors in the electrolyte, as mentioned in Chapter 1, this latter parameter can be qualitatively described by the Marcus-Gerischer\(^8^3\)–\(^8^5\) formula (Equation 1.11)

\[ P_R(E) = k_r \exp \left[ -\frac{(E-E_{\text{redox}}-\lambda)^2}{4\lambda k_B T} \right] \]  
\( (3.14) \)

where \( \lambda \) is the reorganization energy, \( E_{\text{redox}} \) is the redox potential of the redox pair and \( k_r \) is a prefactor that depends on the concentration of oxidized species in the electrolyte, the temperature and the reorganization energy.
4.3. Photocurrent and Incident Photon-to-Current Efficiency.

As explained before, the short-circuit current ($J_{SC}$) is the photocurrent obtained under short-circuit conditions, without any resistance, and then it is the maximum photocurrent that can be extracted from the DSSC. This parameter can be calculated by the overlap between the spectral incident photon-to-current efficiency ($IPCE$) and the spectral photon flux ($I_0$) of the incident illumination:

$$J_{SC} = q \int_{\lambda_{min}}^{\lambda_{max}} I_0(\lambda) \cdot IPCE(\lambda) \cdot d\lambda \quad (3.15)$$

In turn, the $IPCE$ depends on the efficiency of three different processes that determine the electrical conversion in a DSSC. This is given by (Figure 3.6)

$$IPCE(\lambda) = \eta_{lh}(\lambda) \cdot \eta_g(\lambda) \cdot \eta_{col}(\lambda) \quad (3.16)$$

where $\eta_{lh}$ is the sunlight-harvesting efficiency, $\eta_g$ is generation efficiency of conducting electrons under sunlight irradiation, and $\eta_{col}$ is the charge collection efficiency from the device to the external circuit.

![Figure 3.6: Scheme of the processes that determine the IPCE.](image)

For DSSCs, $\eta_{lh}$ indicates how efficiently the adsorbed dye molecules harvest incident photons. This efficiency becomes large when dye molecules absorb light in a wide wavelength range. However, up to now, there are no known sensitizer dyes that absorb light beyond wavelengths as long as 1100 nm, indicating that there is still room for improvement. In addition to optimizing the properties of sensitizer dyes, the structure of nanocrystalline semiconductor films play an important role in this process and should also be optimized to obtain higher $\eta_{lh}$ values by increasing the amount of dye molecules adsorbed. This important parameter is known as dye loading.

The $\eta_g$ corresponds to the probability that an electron is generated in electronic states of the semiconductor as a consequence of the effective injection and that contribute to the production of photocurrent. As mentioned above, just after electron injection, injected electrons are located in a particle and travel to the collector substrate. However, one of the different routes of recombination is the reaction (reduction) with an oxidized dye. When the reduction of an oxidized dye by a redox mediator occurs before the electron recombination, this generated electron is left behind in the particle and can migrate in the...
nanocrystalline film through hopping between nanoparticles. Accordingly, the generation efficient can be written as

\[ \eta_g = \eta_{ei} \cdot \eta_{reg} \] (3.17)

where \( \eta_{ei} \) is the electron injection efficiency and \( \eta_{reg} \) is the efficiency of regeneration of the oxidized dye by the redox system. For this reason, for a high \( \eta_g \) and efficient charge separation, a high electron injection rate and high dye regeneration rate are needed. Both processes (electron injection and dye regeneration) involve sensitizer dye electron transfer reactions, and therefore the free energy change \( -\Delta G \) of the reaction is a key factor to control the efficiency. \( -\Delta G_{inj} \) for electron injection can be, as a first approximation, evaluated from the energy difference between the LUMO (Lowest Unoccupied molecular orbital) of the dye and the conduction band edge of the semiconductor. In relation to dye regeneration, as mentioned above, \( -\Delta G_{reg} \) can be described as the free energy difference between HOMO (Highest Occupied molecular orbital) of the dye and the oxidation potential of the redox couple.

Finally, \( \eta_{col} \) is the collection efficiency of the conducting electrons from the semiconductor electrode to the external circuit. In other words, it is an indicator of the probability that a photogenerated electron reaches the collector substrate before it is lost by recombination. This parameter depends on the average distance that electrons can travel before recombination. This distance is known as the electron diffusion length \( (L_n) \). 47


There are many publications that describe the physics of DSSC and simulate the current-voltage curve. Södergren et al. 70 introduced a simple continuity equation based on the assumption that electron transport occurs by diffusion and that the kinetics of electron recombination is first-order with respect to the free electron concentration. However, using this work as first approximation, other models that simulates the IV curve and the time-dependence respond of DSSCs have been developed. 50,82,88-90 In a general form, the continuity equation for the electron density can be expressed as

\[ \frac{\partial n_c(x,t)}{\partial t} = G_n(x,t) + \frac{1}{q} \nabla J_n + -U_n(x,t) \] (3.18)

In this continuity equation of the electron transport, \( n_c \) is the free electron concentration according to the distance \( (x) \) to the collector substrate and the time \( (t) \), \( G_n \) is the electron generation rate, \( J_n \) is the electron current density and \( U_n \) is the term related to the processes of electron recombination.

Features related to illumination, light-harvesting efficiency and charge separation (electron injection and regeneration of the dye) are included in the generation term. As described above, this term is expressed by the charge generation efficiency \( (\eta_g) \) and the Lambert-Beer law for light absorption as a function of the distance.

\[ G_n(x,\lambda) = \eta_g \cdot I_0(\lambda) \cdot a_{abs} \cdot \exp(-a_{abs} \cdot x) \] (3.19)
where $\alpha_{abs}$ is the wavelength-dependent absorption coefficient of the layer.

In relation to the electron current density ($J_n$), two major mechanisms govern the transport in a semiconductor: drift and diffusion. However, in a mesoporous nanocrystalline electrode the only mechanism of transport is the diffusion due to some structural properties. As described in Chapter 1, due to the small size of the nanoparticles, the low charge carrier concentration in TiO$_2$ colloids and the screening of nanoparticles by an electrolyte with a high ionic strength, a depletion layer cannot be formed. Thus, no significant local electric field can assist the charge separation and electron transport and, therefore, the electron transport occurs mainly by a gradient in the electron concentration of the nanocrystalline electrode (diffusion). The diffusion current density of electron can be expressed in terms of free electrons using Fick’s first law

$$J_n = qD_0 \frac{\partial n_c}{\partial x} \quad (3.20)$$

where $D_0$ is the diffusion coefficient of free electrons. Combining Equation 3.20 and 1.19 an expression for the electron transport resistance ($R_t$) in the semiconductor can be found

$$R_t = R_{t,0} \exp\left( -\frac{qV}{k_BT} \right) \quad (3.21)$$

where $R_{t,0}$ is a constant that depends on the morphology of the photoanode.

Finally, the last term of the continuity equation can be described according Equation 3.12, where $k_0$ are the recombination rate constant of free electrons, which can be related to the inverse of an electron lifetime of these free electrons

$$\tau_0 = \frac{1}{k_0} \quad (3.22)$$

Therefore, taking into account all these previous descriptions the continuity equation can be described as

$$\frac{\partial n_c(x,t)}{\partial t} = \eta_g \cdot I_0(\lambda) \cdot \alpha_{abs} \cdot \exp(-\alpha_{abs} x) + D_0 \frac{\partial^2 n_c(x,t)}{\partial x^2} - k_0 n_c^\beta \quad (3.23)$$

At steady-state conditions and with no generation, the continuity equation (Equation 3.23) can be written as

$$D_0 \frac{\partial^2 n_c(x,t)}{\partial x^2} - k_0 n_c^\beta = 0 \quad (3.23)$$

For the linear case ($\beta = 1$), the general solution of this differential equation is an exponential function for $n_c$ where the diffusion length is the decay parameter. This is called the linear electron diffusion length, which is equal to

$$L_0 = \left(\frac{D_0}{k_0}\right)^{1/2} = \left(\frac{D_0 \tau_0}{k_0}\right)^{1/2} \quad (3.24)$$

Hence, the diffusion length should be constant under the assumptions of simple diffusion of free electrons and linear recombination ($\beta = 1$). However, due to the surface states located in the band gap, as discussed before, the electron recombination does not
depend linearly on electron density ($\beta < 1$) and then the diffusion length cannot be defined from the product of the diffusion coefficient and the lifetime.

As described in Chapter 1, the diffusion coefficient and electron lifetime show an opposite behaviour with respect to the applied bias or illumination. This dependence is easily explained according to the Multiple-Trapping model. As the Fermi level rises, on the one hand, the rate of detrapping to the transport level is enhanced and the diffusion coefficient increases, whereas on the other hand, the lifetime becomes shorter. This latter behaviour has been explained by two different views. If the electron transport becomes faster, then the probability for an electron to find an acceptor is larger and the electron lifetime is shortened. This interpretation is known as dynamic view. However if it is assumed that the rate trapping-detrapping are higher than the recombination rate, the free and trapped electron concentrations can be considered constants even if the system is perturbed by the recombination. This quasi-static approximation proposed by Bisquert reduces the general multiple trapping to a simple diffusion formalism. The Fermi level dependence of the time constants is associated to trapping and detrapping of free carriers, and this process can be expressed by a single trapping factor: $\partial n_c/\partial n$, which affects in opposite directions diffusion coefficient and lifetime.

Therefore, due to the existence of trapping-detrapping events and, therefore, nonlinear effects, the safest way to define an electron lifetime is by means of a “small-perturbation lifetime”

$$\tau_n = \left(\frac{dU_n}{dn}\right)^{-1} \quad (3.25)$$

which is defined as the variation of the recombination rate for a small variation of the total density. As it will be described in Chapter 4, this magnitude can be obtained experimentally by different techniques.

In this connection, Bisquert and Mora-Seró[71] defined a “small-perturbation diffusion length” from separate measurements of the effective diffusion coefficient and the small-perturbation lifetime. In this case,

$$L_n = \sqrt{D_n \tau_n} \quad (3.26)$$

For linear recombination $L_0 = L_n$. In any other case, this magnitude represents a first approximation of the mean average distance that electrons can travel between recombination events, provided that both diffusion coefficient and electron lifetime are measured at the same quasi-Fermi level position.
5. References.


Chapter 4:

Experimental: Characterization techniques and preparation of devices
1. **Standard solar spectrum and solar irradiation.**

Since the solar spectrum depends on many variables, such as atmospheric conditions, time of the day, Earth-Sun distance and solar rotation and activity it is necessary to define a standard spectrum and power density to compare the response and behaviour of different devices. The Sun emits light resembling the spectrum of a blackbody at 5670 K with a power density at the surface of 62 MW/m². However, the solar power that arrives at the atmosphere of the Earth is reduced to 1353 W/m², which is defined as the *Solar Constant*.¹ Before reaching the Earth’s surface, the radiation must pass through the atmosphere, which modifies the solar spectrum with respect to intensity and distribution (Figure 4.1).

![Figure 4.1: Spectra of a blackbody at 5670K, extraterrestrial and terrestrial (AM 1.5) solar spectrum.](image)

The irradiation that finally reaches the surface will depend on the path length of the sunlight. This is taken into account by the *Air Mass* parameter (AM = 1 / cos Θ, where Θ is the angle of elevation of the Sun, Figure 4.2), which takes into account the attenuation that the radiation suffers due to atmospheric absorption and which depends on the position of the Sun.

![Figure 4.2: Schematic view of Air Mass as a function of angle of elevation of the Sun (taken from teknologisurya.wordpress.com)](image)
The standard spectral distribution of the light used to study the response of solar cells is AM 1.5G, corresponding to Θ = 48.2°. This atmosphere thickness should attenuate the solar spectrum to a mean irradiance of around 900 W/cm². However, for consensus the standard spectrum is normalized so that the integrated irradiance of this spectrum per unit area and unit time is 1000 W/cm². This is known as 1 sun illumination.

In this Thesis, two different sources of illumination and ways of calibration were used:

- The source used to measure the current-voltage characteristics was a solar simulator (ABET Technologies Sun 2000, Figure 4.3 left) with a xenon lamp of 150W and appropriate set of filters for the correct simulation of the AM 1.5G solar spectrum. The light intensity was calibrated to the standard value of 1 sun (100 mW/cm²) using a reference solar cell (Oriel, 91150) (Appendix, Figure 4.1).
- The source used for photoelectrochemical characterization was a Thermo Oriel Xenon 450W arc lamp coupled to a water filter to remove the IR radiation (Figure 4.3 right). The applied light irradiance was measured with an optical power meter (Gentec TUNER) equipped with a bolometer (Gentec XLP12-1S-H2).

Figure 4.3: Illumination sources employed in this Thesis.

2. Techniques used for the characterization of mesoporous semiconductor films for photocatalytic and photovoltaic applications.

2.1. Photoelectrochemical techniques.

These techniques are based on the perturbation of one electric variable of the system (potential or current intensity). The response of the system to this perturbation is then measured. These techniques can be performed in the steady-state or be time-resolved.

2.1.1. Cyclic voltammetry.

In cyclic voltammetry the potential applied to the working electrode is varied linearly, and the current flowing between the working electrode and the counter-electrode is recorded. The perturbation function has a triangular form and changes from the start
potential $E_1$ to the vertex potential $E_2$ and back (Figure 4.4). Both steps are carried out at a constant scan rate.

![Figure 4.4](Left) Scheme of temporal variation of applied potential and (right) the response of the current density for a typical mesoporous TiO$_2$ electrode used in this Thesis.

In the (photo)electrochemical characterization of mesoporous electrodes, cyclic voltammetry allows to study different capacitive and faradic processes taking place in the dark or under illumination. For instance, the process related to reversible charge accumulation in the nanoporous structure of semiconductor electrodes will be studied. Furthermore, the photooxidation of water or organic molecules (methanol or formic acid) can be addressed.

### 2.1.2. Intensity current-voltage characteristics or IV curve.

The characterization of solar devices by IV curves (Figure 4.5) relies also on a voltammetric measurement. The photocurrent generated by a photovoltaic device under illumination is recorded during a linear increase of the potential, which is applied externally to the solar cell. The main photovoltaic parameters of a solar cell can be extracted from the IV curve.

![Figure 4.5](An example of an IV curve where the different key parameters are shown.)
From a practical point of view, the most important piece of information is the maximum output power of the device per unit area ($P_{mp}$). The maximum power point is defined by the square under the IV curve with the largest area associated to a voltage and a photocurrent, or, in other words, to the maximum value of the product $V \cdot J$ ($P_{mp} = V_{mp} \cdot J_{mp}$). The maximum current flow is obtained when the cell operates under short-circuit condition, which means that the external circuit is closed and the external potential (and resistance) is zero. The short-circuit photocurrent density ($J_{sc}$/ mA·cm$^{-2}$) is expressed as the short-circuit photocurrent per unit of active area of the solar cell. The opposite case is the open-circuit condition (infinite resistance), where $J_{sc}$ is zero and the photovoltage reaches its maximum value ($V_{oc}$).

The overall conversion efficiency ($\eta$) of the device is determined by the following relationship:

$$\eta = \frac{J_{sc} \cdot V_{oc} \cdot FF}{P_{sun}}$$

(4.1)

where $P_{sun}$ is the power of the incident light and $FF$ is the fill factor of the cell. This latter parameter is defined by:

$$FF = \frac{J_{mp} \cdot V_{mp}}{J_{sc} \cdot V_{oc}}$$

(4.2)

The fill factor strongly depends on the series resistance of the cell and on the non-ideality factor $m$ (See Chapter 3).

2.1.3. Chronopotenciometry at open-circuit condition.

For mesoporous semiconductor electrodes, the photovoltage is related to the accumulation of photogenerated electrons in electronic states in the semiconductor. Photovoltage measurements probe the potential of the working electrode at open-circuit conditions both in the dark and under steady illumination as a function of time (Figure 4.6). Upon excitation of the semiconductor with photons exceeding the band gap (light on), electrons get accumulated in the semiconductor inducing a displacement of the Fermi level towards more negative potentials. This shift is measured as a change of the open circuit potential. When illumination is interrupted (light off), the photogenerated electrons react until the initial value of the potential is re-established. Photopotential measurements allow for studying the kinetics of the interfacial electron transfer.

In semiconductors such as TiO$_2$, the holes are typically transferred to the electrolyte faster than photogenerated electrons. Thus, a negative charge accumulation takes place under illumination. The required time to raise the stationary value under illumination or in dark depends on the kinetics of the different processes that occur at the semiconductor/electrolyte interface.
2.1.4. Open-Circuit Voltage Decay (OCVD).

In photovoltaic applications, OCVD measurement is used to study the kinetics of electron recombination with the reduced species in the electrolyte. During OCVD measurements, the cell is first illuminated under open-circuit conditions to establish a steady-state photovoltage. Then, the illumination is turned off and the subsequent voltage decay upon electron recombination is monitored. As can be seen in Figure 4.7, the decay is very fast at the beginning, and then it slows down considerably. This slow-down is due to a slower detrapping of electron as the quasi-Fermi level falls.

Zaban et al. demonstrated the validity of this method to measure the effective electron lifetime as a function of the open-circuit voltage. The electron lifetime can be obtained from the inverse of the derivate of the voltage decay transient normalized by the thermal voltage

\[
\beta \tau_n^{\text{OCVD}} = \frac{k_B T}{q} \left( \frac{d V_{\text{oc}}}{dt} \right)^{-1}
\]  

(4.3)
The advantage of this technique with respect to alternative methods based on small perturbations in the time or frequency domain is that the lifetime can be determined in a wide potential range with one single and fast measurement, with as much resolution along the Fermi level axis as desired.

2.1.5. Short-circuit voltage ($V_{sc}$) measurements.

This method, first introduced by Boschloo et al., is used to estimate the electron quasi-Fermi level of electrons in dye-sensitized semiconductors. At an initial stage, the cell is illuminated under short-circuit conditions. Then, the illumination is turned off and simultaneously the cell is switched to open-circuit (Figure 4.8).

![Figure 4.8: Scheme of a typical profile of a short-circuit voltage measurement.](image)

The maximum voltage, which is measured after switching to open-circuit, is known as $V_{sc}$ and gives a good estimate of the average electron quasi-Fermi level under short-circuit conditions. The difference between $V_{sc}$ and $V_{oc}$ determined by different light intensities is almost constant.\(^5\text{–}^7\)

2.1.6. Chronoamperometry.

In this technique a transient photocurrent is measured at a fixed applied potential (Figure 4.9). Thus information on the kinetics of recombination and interfacial charge transfer at the semiconductor/electrolyte interface can be gained.
2.2. Incident Photon-to-Current Conversion Efficiency (IPCE).

This parameter indicates the amount of current that the cell can produce when it is irradiated by photons of a particular wavelength. If the IPCE is integrated over the whole solar spectrum, the short-circuit photocurrent $J_{sc}$, when it is exposed to sunlight, can be evaluated (Equation 3.15) (Appendix, Figure 4.1). IPCE is defined by the number of electrons generated in the solar devices as function of the ratio of the number of incident photons for a given wavelength, hence, is an spectral response given by

$$IPCE(\lambda) = \frac{1240 \cdot J_{sc}(\lambda)}{\lambda \cdot P_{light}(\lambda)}$$

(4.4)

where $J_{sc}$ is the short-circuit photocurrent at given wavelength (mA·cm$^{-2}$), $\lambda$ is the wavelength (nm) of the incident light, $P_{light}$ is the power of incident light (W·m$^{-2}$) and 1240 is a conversion factor.

In a DSSC the IPCE spectrum is related to the absorbance spectrum of the dye. An example of IPCE for DSSC with different dyes is shown in Figure 4.10

Figure 4.9: Typical transient photocurrent at fixed potential.

Figure 4.10: IPCE for DSSCs with different dyes.
2.3. Optical spectroscopy.

2.3.1. Attenuated total reflection infrared spectroscopy (ATR-IR).

ATR-IR spectroscopy\(^8\) is a useful tool for the study of molecular species at the semiconductor/electrolyte interface or of shallow trapped electrons in the semiconductor. Using ATR-IR spectroscopy it is possible to minimize the background signal resulting from the electrolyte and to enhance the signals attributed to molecular species or trapped electrons at the semiconductor/electrolyte interface. In this technique, a single beam passes through an optically dense medium (high refractive index, \(n_2\)). At the interface with another medium of lower refractive index (\(n_1\)) the incident light will be totally reflected if the incident angle exceeds a critical value (\(\alpha_c\)):

\[
\alpha_c = \arcsin \left( \frac{n_1}{n_2} \right)
\]  

(4.5)

However, an evanescence wave penetrates into the medium of lower refractive index and can get absorbed by samples in intimate contact with the ATR prism. In our case, the medium 1 is the nanoporous semiconductor electrode penetrated by the aqueous electrolyte and the medium 2 is a hemispheric prism of ZnSe (Figure 4.11). The penetration depth (\(Z_p\)) is calculated by the following formula\(^8\)

\[
Z_p = \frac{\lambda_0}{2\pi n_2 \sqrt{\sin^2 \alpha - \left( \frac{n_1}{n_2} \right)^2}}
\]  

(4.6)

where \(\lambda_0\) is the wavelength of the IR beam and \(\alpha\) is the incident angle, with \(\alpha > \alpha_c\). Thus, if the medium 1 is absorbent, the evanescence wave is absorbed and the intensity of reflected light will decrease with respect to a reference or background value (ATR).

![Figure 4.11: Scheme of the photoelectrochemical cell used in ATR-IR measurements.](image)

It is important to mention that the reflective index of a lot of semiconductor oxides is close to or higher than the index of a ZnSe prism (\(n_2 = 2.4\))\(^9\) as used in this Thesis. Reflective indices of 2.4 and 2.2 have been found for TiO\(_2\) and WO\(_3\) respectively. In these
cases, the condition for ATR is not fulfilled. However, due to the nanoparticulate morphology of the mesoporous electrodes, the reflective index of the thin film electrode is smaller than for the bulk semiconductor, allowing for the detection of an IR signal by ATR.

2.3.2. UV-Visible spectroscopy.

When powders or dispersive thin films are used as samples in UV-Vis spectroscopy measurements, absorption, dispersion, transmission and reflection of the incident light (Figure 4.12) have to be taken into account

\[ A + T + R = 1 \] (4.7)

where \( A, T \) and \( R \) are the relative intensities of absorbed, transmitted and reflected and/or dispersed radiation, respectively.

![Figure 4.12: Interaction of light with a dispersive sample.](image)

To measure effectively the UV-Vis spectrum of nanoporous electrodes, an integrating sphere (Ulbricht sphere, Figure 4.13) has to be used. This sphere is coated with a highly scattering power with a low absorption capacity. Thus, all radiation reflected by the sample is recorded by the detector.

![Figure 4.13: Scheme of the photoelectrochemical cell and the integrating sphere used in UV/Vis measurements.](image)
2.3.3. Raman spectroscopy.

Raman spectroscopy was used to analyze the crystal structure of nanocrystalline samples (Figure 4.14). This technique relies on the inelastic scattering of laser light by the sample due to the excitation of vibrational, rotational and other low-frequency modes of the system. This makes it possible to determine the nature of the sample.

![Characteristic Raman spectra of TiO₂ samples with different nanocrystalline structure: (left) anatase- rutile and (right) anatase.](image)

2.4. Frequency-domain small-perturbation analysis techniques.

Frequency-domain techniques are very useful tools for the characterization of solar cells. In these techniques, a sinusoidal modulation in light intensity or voltage is superimposed on a dc component and the phase and magnitude of the response relative to the input is measured. The modulation amplitude is small enough to ensure a linear response of the system. The measurement comprises a wide range of frequencies (mHz to MHz), corresponding to timescales relevant for processes occurring in the photoconversion process of the solar cell.

The illumination source for the frequency response techniques described below was provided by a 530 nm light emitting diode (LED, LUXEON) over a wide range of dc light intensities.

2.4.1. Electrochemical impedance spectroscopy.

Electrochemical impedance spectroscopy (EIS) is a powerful technique for the characterization of electrochemical systems. In the DSSC field it is one of the most useful experimental techniques as it permits a simultaneous characterization of the different processes taking place in the cell. In an EIS measurement the voltage of the solar cell is perturbed by a small amplitude sinusoidal modulation and the resulting sinusoidal current response is measured as a function of the modulation frequency.

The meaning of electrical impedance can be understood starting from the concept of resistance. The electrical resistance is the ability of a circuit element to resist the flow of
electrical current. The well-known Ohm’s Law defines resistance \((R)\) in terms of the ratio between voltage \((V)\) and current \((I)\)

\[
R = \frac{V}{I} \quad (4.8)
\]

This relationship is limited to only one circuit element, an ideal resistor. But usually the systems under study contain circuit elements that exhibit a much more complex behaviour. The simple concept of resistance needs to be replaced by a more general parameter: the impedance, which includes not only the relative amplitudes of the voltage and the current, but also the relative phases. Like resistance, impedance is a measure to the ability of a circuit to resist the flow of electrical current.

Electrochemical impedance is normally measured using a small excitation signal in order to obtain a linear response of the cell.\(^{13,14}\) The electrical current response will be sinusoidal at the same frequency, but shifted in phase (Figure 4.15):

![Figure 4.15: Sinusoidal current response in a linear system.](image)

The excitation signal can be written as:

\[
V(\omega) = V_0 \cos \omega t \quad (4.9)
\]

where \(V(\omega)\) is the ac potential applied to the system, \(V_0\) is the amplitude signal and \(\omega\) is the angular frequency \((\omega = 2\pi f \text{ rad s}^{-1})\). The current response will be shifted with respect to the applied potential:

\[
I(\omega) = I_0 \cos(\omega t + \phi) \quad (4.10)
\]

where \(I(\omega)\) is the ac electrical current response signal, \(I_0\) the amplitude and \(\phi\) the phase shift. The phase contains the current lag with respect to the voltage. An expression analogous to Ohm’s Law allows for calculating the impedance of the systems as:

\[
Z(\omega) = \frac{V(\omega)}{I(\omega)} = \frac{V_0 \cos \omega t}{I_0 \cos(\omega t + \phi)} \quad (4.11)
\]

Usually, it is convenient to use complex exponentials to express the impedance. Complex numbers allow for a simpler representation of the relative magnitude and phase of the input and output signal. Besides, it is a more powerful representation for circuit analysis purposes. Taking into account Euler’s relationship,
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\[ e^{jx} = \cos(x) + j \sin(x) \quad (4.12) \]

It is possible to express the potential as:

\[ V(\omega) = V_0 e^{j\omega t} \quad (4.13) \]

And the current response can be described as:

\[ I(\omega) = I_0 e^{j(\omega t + \phi)} \quad (4.14) \]

Since \( Z(\omega) = V(\omega)/I(\omega) \) the exponential \( \exp(j\omega t) \) cancels out, so that:

\[ Z = \frac{V_0}{I_0} e^{-j\phi} = Z_0 e^{-j\phi} \quad (4.15) \]

The impedance is, therefore, expressed in terms of a magnitude \( Z_0 \) and a phase shift \( \phi \). Using Equation 4.12, it is possible to separate the real part and imaginary part of the impedance,

\[ Z_0 e^{-j\phi} = Z_0 \cos \phi - Z_0 j \sin \phi \quad (4.16) \]

By varying the frequency of the applied signal, one can get the impedance of the system as a function of frequency. The recorded data can either be represented as magnitude and phase versus frequency (Bode Plot) or on a complex plane (Nyquist Plot). In a Nyquist Plot the real part of the impedance \((Z')\) is plotted on the X-axis and the imaginary part \((Z'')\) is plotted on the Y-axis (Figure 4.16 A and 4.16 B).

![Figure 4.16: (A) Nyquist Plot, (B) Bode Plot and (C) equivalent circuit associated to a Rs-RC element.](image)

EIS data are commonly analyzed in terms of an equivalent circuit model. Most of the circuit elements in the model are common electrical elements such as resistors, capacitors and inductors which can be combined in series or in parallel. For example, one of the simplest equivalent circuits is shown in Figure 4.16 C. This is the result of the combination of a resistance in series with a RC element (a resistance and capacitance in parallel). However, for electrochemical system other more complex equivalent circuits have been used. A very important equivalent circuit is the Randles circuit (Figure 4.17 A).
This circuit models a cell where the polarization is due to a combination of kinetics and diffusion processes.

![Figure 4.17: Equivalent circuit and Nyquist Plot for Randles Circuit](image)

This model includes a series resistance (Rs), a double layer capacitor (Cdl), a charge transfer resistance (Rct) and a Warburg diffusion impedance (W). Figure 4.17 B shows the Nyquist Plot for this circuit. The Nyquist Plot for a RC element is always a semicircle as is shown in Figure 4.16 A and Figure 4.17 B. The double layer capacitance and charge transfer resistance in parallel define the time constant \( \tau = RC \) o relaxation time of the system. The series resistance is expressed by the real intercept at high frequencies of this semicircle. Finally, the Warburg diffusion impedance appears as a straight line with a slope of 45°.

Using the Randles circuit as starting point, other more complex models can be developed. One of these cases is represented by DSSC. The impedance response of DSSC will be related to the response of different components of the devices. Generally, a transmission line model (Figure 4.18) is used to describe the system.

![Figure 4.18: Transmission line model for DSSC](image)

Different circuit elements are attributed to the different processes taking place in the cell. The processes occurring in the mesoporous oxide film are usually modelled by a diffusion-recombination transmission line, whose application to DSCs was first proposed by Bisquert. This transmission line is composed of a network of resistive and capacitive elements, which describe the transport and interfacial transfer of electrons that take place in the oxide. The mesoporous oxide film has two main contributions in the impedance spectrum. One feature is an intermediate frequency arc, which accounts for the parallel connection of the charges transfer resistance \( R_{rec} \left( R_{rec} = r_{rec}/d, \text{being } d \text{ the thickness of the film} \right) \) and the capacitance of the film \( C_{\mu} \left( C_{\mu} = c_{\mu}d \right) \). Secondly, a Warburg-line diffusion
element, a 45° phase shift at high frequencies related to the electron transport resistance $R_t (R_t = r_t d)$ in the mesoporous layer. The diffusion impedance of redox species in the electrolyte ($Z_d$) is usually modelled using a finite-length Warburg element of the type used for thin layer electrochemical cells. Generally, $Z_d$ in DSCs is small and difficult to identify in the overall impedance solar response. However, when an electrolyte based on ionic liquids (high viscosity) is used, a semicircle at low frequencies can be distinguished in the spectrum. A cathodic impedance due to the platinised electrode is also present in the spectrum and it is expressed as a parallel combination of the charge transfer resistance ($R_{ct}$) and the double layer capacitance ($C_{ct}$). In the spectrum, this feature appears as a semicircle at high frequencies. $R_{TCO}$ and $C_{TCO}$ stand for the charge transfer resistance and the capacitance at the TCO/electrolyte interface. Finally, $R_s$ accounts for the series resistance of the conducting glass plus any other elements that might be considered to be in series with the rest of the circuit.

![Figure 4.19: Nyquist impedance spectrum of a typical DSSC.](image)

It must be pointed out that in many cases the contribution of the different component is not seen as clearly as in Figure 4.19. This depends on the nature and structure of semiconductor, the viscosity of electrolyte and the voltage at which the measurement is done.

For a solar cell with a good collection efficiency, the EIS spectrum can be well fitted to the diffusion-recombination model of Bisquert and coworkers.\textsuperscript{15,16} As mentioned in the previous chapters, the chemical capacitance ($C_{\mu}$) and the recombination resistance ($R_{rec}$) in the oxide/electrolyte interface have in typical DSSC, and in conditions in which trapping is dominant, a voltage dependence given by\textsuperscript{17}

$$C_{\mu}^{-1} = \frac{\partial n}{\partial n} = C_{\mu,0}^{-1} \exp \left( \frac{-\alpha(E_F - E_F^0)}{k_B T} \right)$$

(1.24)

$$R_{rec}^{-1} = \frac{\partial f}{\partial E_F} = R_{rec,0}^{-1} \exp \left( \frac{\beta(E_F - E_F^0)}{k_B T} \right)$$

(3.11)

where $\alpha$ is a dimensionless parameter related to the mean energy of the exponential distribution of localized states in the oxide $g(E)\textsuperscript{18}$ as shown in Chapter 1 and $\beta$ is a dimensionless parameter which can be related to the reaction order of the recombination.
reaction with respect to free electrons\(^{14}\) as shown in Chapter 3. In Equations 1.24 and 3.11, the voltage applying in the device (assuming no voltage drop in the substrate/oxide and electrolyte/counter-electrode interfaces) corresponds to the difference in Fermi levels in the oxide and in the electrolyte, i.e. \(V = E_F - E_F^0\).

Apart from the parameters directly extracted from the impedance fitting mentioned above, we can obtain some basic electron transport and recombination parameters via the following relations:

- The time constant of the intermediate frequency semicircle can be used to determine the effective electron lifetime:\(^{19}\)
  \[
  \tau_n^{EIS} = R_{rec} \cdot C_{\mu} = \omega_{max}^{-1} \tag{4.17}
  \]

  In addition, combining Equation 4.17, 1.24 and 3.11, the electron lifetime can be describe as
  \[
  \tau_n = \tau_{dark} \exp \left[ \frac{(\alpha - \beta)V}{k_BT} \right] \tag{4.18}
  \]

- The small amplitude diffusion length can be defined from the transport and transfer resistances, taking into account the thickness of the film (\(d\)):
  \[
  \frac{L_n}{d} = \sqrt{\frac{R_{rec}}{R_t}} \tag{4.19}
  \]

  For cells with good collection properties, \(L_n \gg d\). Otherwise, the EIS spectrum does not fit to the scheme of Figure 4.18 and the extraction of the transport and recombination parameter is not trivial.\(^{20}\)

In this Thesis, EIS measurements have been carried out in three different ways:

- In the dark varying the applied dc voltage.
- At open-circuit condition under varying illumination intensities.
- Under illumination (fixed at 1sun) and varying the applied dc voltage.

All electrochemical impedance spectra have been fitted using the Zview software (Scribner) by means of one of the equivalent circuit shown in Figure 4.20:

![Figure 4.20: Equivalent circuit model used to fit impedance spectra. DX1 is the distributed element accounting for the diffusion-recombination transmission line.](image)
2.4.2. Intensity-modulated spectroscopy.

Frequency-domain techniques with optical perturbation comprise intensity modulated photocurrent spectroscopy (IMPS) and intensity modulated photovoltage spectroscopy (IMVS). These techniques involve a small amplitude modulation of the photon flux incident on the cell.\(^{21}\) In the IMVS measurement, the sample is illuminated at open-circuit and in the IMPS, at short-circuits conditions. Superimposed on a steady-state illumination level, a small sinusoidal modulation of the illumination intensity is applied. The magnitude of the photovoltage or photocurrent response to the modulation as well as the phase-shift of this response with respect to the modulated illumination is recorded. As already mentioned, the ac modulation must be sufficiently small so that a linear response of the system is obtained.

For both techniques, the simplest analysis of the results involves the determination of a time constant for the photocurrent or photovoltage response. IMVS is typically used to characterize the recombination process in solar cells, and the time constant that is extracted from an IMVS experiment is the effective electron lifetime.\(^{13}\) The IMVS response in the frequency domain is a semicircle in the lower complex plane (Figure 4.21 left). The effective electron lifetime can be obtained from the experimental spectra, taking into account that the minimum of the semicircle is located at an angular frequency that is equal to:

\[
\omega_{\text{min}} = \frac{1}{\tau_{\text{IMVS}}} \quad (4.20)
\]

![Figure 4.21](left) IMVS and (right) IMPS response in the complex plane for a typical DSSC.

The time constant for the photocurrent response depend on both electron transport and electron recombination.\(^{22}\) Under short-circuit conditions, the electron lifetime is assumed to be much larger than the electron transport time, so the measured photocurrent response is nearly equal to the transport time.\(^{12}\)

The time constant \(\tau_{\text{IMPS}}\) obtained from the inverse of the minimum angular frequency \(\omega_{\text{min}}\) in an IMPS plot (Figure 4.21 right) can be related to the effective diffusion coefficient \(D_n\) by\(^{23,24}\)
\[ \tau_{\text{IMPS}} = \frac{d^2}{\gamma D_n} \]  

(4.21)

where \( \gamma \) is a numerical factor, which depends on layer thickness \( (d) \), absorption coefficient and illumination direction.

At low frequencies, the IMPS plots converge to a point on the real axis that corresponds to the steady-state photocurrent. At high frequencies, the modulating frequency is faster than the relaxation of the charge carrier density by transport to the contacts and the modulated photocurrent tends to zero. An additional phase shift is observed at high frequencies, due to the attenuation of the IMPS response by the series resistance and capacitance of the anode.

As in EIS, a small perturbation electron diffusion length \( (L_n) \), can be estimated by IMVS and IMPS data via the equation (See Chapter 3):

\[ L_n = \sqrt{D_n \cdot \tau_n} \]  

(3.26)

The pair of \( D_n \) and \( \tau_n \) used to obtain \( L_n \) must be determined at the same value of the quasi-Fermi level with respect to the conduction band. However, at the same light intensity the position of the quasi-Fermi level is different in IMVS and IMPS measurements, which are performed at open-circuit and short-circuit, respectively. To estimate the shift, short-circuit voltage measurements \( (V_{sc}) \) have to be performed.\(^5\)25

### 2.5. Ultrafast time-resolved laser spectroscopy.

The standard techniques used for temporal characterization of solar cells (like electrochemical impedance spectroscopy, photovoltage decay studies, or intensity modulated spectroscopy) only provide information about the slowest processes (charge collection and/or recombination, in the range of milliseconds: see Figure 3.5). However, fast and ultrafast laser spectroscopy tools are needed to probe the fastest processes related to electron injection (10 fs–1 ns) from the excited state of the dye to the conduction band of the nanoparticle and dye regeneration (1 ns–100 μs) by redox pair of electrolyte.

#### 2.5.1. Flash photolysis.

This technique is employed to analyze dye regeneration rate based on decay of absorption signal of radical cation (Figure 4.22). In principle, a decay of the radical cation absorption band observed in flash photolysis experiments can be due to electron recombination (back electron transfer from the semiconductor to the dye) and/or dye regeneration, which is determined by the dynamics of redox couple.
AS described before the electron recombination dynamics depends on the concentration of electrons in nanoparticles according to the multi-trapping model, which is determined by the excitation energy of fluence or, in other words, by the position of the Fermi level. Thus, an enough low energy has been used to avoid competition between electron recombination and dye regeneration.

2.5.2. Fluorescence decay.

In fluorescence, when a molecule absorbs a photon, it is excited to a higher energy state. After a short delay, it comes down to a lower state by losing some of the energy as heat and emitting the rest of the energy as another photon with different wavelength. Based on this effect, this technique allow us to study the electron injection rate in solar cells taking into account that the phosphorescence decay are due to two different processes: (1) the internal radiative and non-radiative decay of the excited state of the dye and (2) the electron injection from this excited state to electronic stated in the semiconductor. For this reason, materials such as ZrO$_2$ or Al$_2$O$_3$, where the electron injection is not possible due to the high energy of the conduction band edge, are used as control samples.$^{26,27}$

The time-resolved emission of this measurement was performed using a time-correlated single photon counting technique (TCSPC).$^{28}$ This technique evaluates the electron injection through the luminescence decays of radiative materials detecting single photons as a function of time. As the kinetics of these decays spread over many time scales (Figure 4.23), as it is commonly observed in DSSCs,$^{29,30}$ to fit the decays a stretched exponential function has been used.

\[
A(t) = A_0 e^{-\left(\frac{t}{\tau}\right)^\beta} \quad (4.22)
\]

where $\tau$ the emission lifetime and $\beta$ the stretching parameter. The electron constant rate ($k_{AVG}$) can be calculated by the following equation$^{31}$

\[
k_{AVG} = \left(\frac{\tau}{\beta \Gamma \left(\frac{1}{\beta}\right)}\right)^{-1} \quad (4.23)
\]

where $\Gamma$ is the gamma function.
Using this technique, the determination of the electron injection quantum yield ($\eta_{el}$) can be obtained by the following equation:

$$\eta_{el} = \frac{k_{AVG} \text{ (sample) } - k_{AVG} \text{ (control) }}{k_{AVG} \text{ (sample) }}$$ \hspace{1cm} (4.24)

It is important to mention that the quality of the electrodes is very important in this kind of measurements. Optical properties, such as scattering of light at the surface and the dye concentration on the surface, should be the same between the control and DSSC electrodes. In spite of these experimental difficulties, luminescence intensity and decay measurements are used to obtain crucial information about the electron injection process.

2.5.3. **Transient absorption.**

This technique is used to directly look at the charge transfer dynamics through spectroscopic identification of various species present at various time delays with respect to an initial excitation light pulse. In contrast to fluorescence emission decays, not only excited states of dye are probed, but also dye radical cations and electrons in electronic states of metal oxides. Specifically, the changes of the transient spectra with time that it is observed in Figure 4.24 are a consequence of the decrease of the population of the excited state (reactant) and to the increase of the population of electrons and radical cation (product) in the process of electron injection.

Transient absorption measurements for a DSSC are not difficult to obtain; however, two experimental difficulties are common. First, the electron density in the semiconductor film determined by the light intensity must be taken into account. Higher concentration of electrons carries out faster recombination processes, which can modify the kinetics of dye cations with respect to smaller concentration of electrons. Secondly, the absorption spectra of sensitizer dyes used in DSSC commonly extend to a longer-wavelength region to
capture efficiently sunlight. Thus, electron injection can be induced not only by the excitation light but also by the probe light used for transient absorption measurements.

The results presented in this Thesis have been carried out in two different wavelength ranges: visible/near-IR (infrared) and mid-IR. In the first case, transient absorption probing in the visible/near-IR commonly detects electronic absorptions of the adsorbate (ground, excited, and oxidized state), as well as signals originating from the electron injected to the semiconductor. However, the transient absorption spectroscopy probing in the mid-IR has been used commonly to detect vibrational transitions. By this way, it easily detects absorption from electrons injected to the semiconductor (which is negligible in the visible region). As a consequence of the different absorption coefficients of the excited state and resultant absorption coefficient of radical cation and electrons in the semiconductor, different kinetics are observed. In particular, the band between 450-500 nm, 550-700 nm and at longer wavelengths (>900 nm) monitor the decay of the triplet state. Both transitions are due to absorption from MLCT state of the dye. However, the formation of the product, the oxidized molecule, is shown by the rise of absorption around 810 nm after electron injection.

To extract the electron injection rate from kinetics of all wavelength range, a global multi-exponential fit was employed. The procedure to analyze the transient absorption measurements will be explained in subsequent chapters.

3. Preparation of mesoporous semiconductor electrodes.

The materials and the deposition methods employed for the preparation of electrodes for (photo)electrochemical and photovoltaic applications are described below.

3.1. Substrates.

Mesoporous semiconductor electrodes comprise a three-dimensional network of nanoparticles deposited on conducting substrates. In particular, two different substrates have been used: (1) Fluorine-doped Tin Oxide (SnO₂:F) (FTO) conducting glass and (2) Ti Foil (Goodfellow, 99.6+%, 25 μm). For photovoltaic applications two kinds of FTO were
employed as substrate due to its properties. The choice of FTO glass substrates is a compromise between optical transmittance and sheet resistance: higher conductivity is related to lower transmittance. For this reason, TEC15 (Pilkington, resistance 15Ω/square, 82-84.5% visible transmittance) was employed for the deposition of the semiconductor film as working electrode, whereas TEC8 (Pilkington, resistance 8Ω/square, 80-81.5% visible transmittance) as counter-electrode in DSSCs. For the electrodes employed in (photo)electrochemistry, TEC15 and a Ti Foil were used.

FTO substrates have been subjected to a rigorous cleaning protocol: 15min of sonication in baths of detergents, deionized water, isopropanol and ethanol successively, and finally, heated to 500ºC before film deposition. It has been demonstrated that a good substrate cleaning is important in the final performance of the devices. A significant effect on the photovoltage behaviour due to recombination via the substrate can be observed experimentally.35

3.2. Deposition of semiconductor film electrodes.

Mesoporous semiconductor electrodes employed in this Thesis have been prepared from commercial powders (PI-KEM, Sachtleben and Sigma) or commercial colloidal suspensions (Solaronix and Dyesol) of the semiconductor nanoparticles. Specifically, in the first case colloidal suspensions were prepared by mixing commercial TiO$_2$ nanopowders with appropriate solvents and tensioactives. Concretely, 1 g of the different nanopowders was mixed with 30 µl of Acetylacetone and 1.6 ml of ultrapure water (Millipore, Milli-Q) in a mortar. When the suspension is homogenous, 20 µl of surfactant Triton X-100 is added to the colloidal dispersion, to achieve a homogeneous spreading of the suspension over the conducting substrate.

Once the colloidal suspension has been obtained, two different deposition methods have been used:

- **Doctor blade deposition.** For thin film preparation the suspension was spread onto the substrates with a glass rod using a Scotch tape as spacer and channel. The resulting films are finally heated at 450°C for 1 hour.

The suspensions from commercial powders (PI-KEM, Sachtleben and Sigma) and the commercial colloidal suspension (Solaronix, Ti-Nanoxide-T paste) were deposited by this method. All these electrodes were used in (photo)electrochemical applications. To control the Fermi level of the electrodes, the FTO was connected electrically with a Cu wire inserted in a glass capillary and sealed using a two-component epoxy adhesive (**Figure 4.25**).

![Figure 4.25: Electrodes employed in (photo)electrochemistry.](image-url)
Screen-printing. This method was used to deposit films with a controlled thickness and optimal reproducibility for electrodes used in photovoltaic applications. In practical terms, state-of-the-art DSSCs were built by the combination of two different kinds of TiO$_2$ nanoparticles with the following architecture (Figure 4.26):

- A light absorption layer consisting of a $\approx 10$ µm thick film of mesoporous TiO$_2$ (Dyesol 18NR-T, particle size: $\approx 20$ nm). A high internal surface area of this layer assures a high dye loading.

- A light scattering layer on top of the mesoporous film, consisting of a $\approx 4$ µm porous layer of TiO$_2$ (Dyesol 18NR-AO, particle size: $\approx 400$ nm). The aim of this layer is to reflect the transmitted light back into the absorption layer where it can be absorbed by the dye.

Figure 4.26: (Left) Scheme of the mesoporous TiO$_2$ architecture and (right) films deposited by screen-printing with and without scattering layer.

Prior to the deposition of the TiO$_2$ nanoparticles layer, the cleaned and treated substrates were immersed into a 40 mM TiCl$_4$ solution for 30 min at 70°C and then washed with water and ethanol. After film deposition, the electrodes were gradually heated under airflow at 325°C for 5 min, 375°C for 5 min, 450°C for 15 min and 500°C for 15 min. After this process, the electrodes were immersed again into the same solution of TiCl$_4$. Finally, films were heated at 500°C for 30 min and cooled down to room temperature before dye adsorption.

In some devices, a thin compact continuous TiO$_2$ layer was deposited by chemical bath deposition on the FTO substrates before spreading the colloidal TiO$_2$ nanoparticle suspension. This compact film acts as a blocking layer and prevents the contact between the redox mediator in the electrolyte and the FTO. By this way, back-recombination via the substrate is avoided.

DSSCs based on ZnO electrodes were also prepared by screen-printing depositing a layer of 40-100 nm of ZnO nanoparticles. This colloidal suspension was prepared by Gerko Oskam’s Group (CINVESTAV, Mexico). Some differences with respect to TiO$_2$ film preparation are implemented. In this case, no treatment of TiCl$_4$ was carried out and the temperature used for heating the films was 420°C.
3.3. Fabrication of Dye-Sensitized Solar Cells.

3.3.1. Dye sensitization.

Dyes based on ruthenium-complexes (Figure 4.27) have been employed in this Thesis for sensitization of semiconductor photoanode. Before immersion in dye solution, the electrodes were heated again at 500°C or 420°C for TiO₂ and ZnO electrodes respectively to eliminate any traces of water inside the pores. For TiO₂ films, the electrodes were immersed overnight under dark at room temperature. Only when C101 dye was employed, the immersion was carried out at -4°C. However, for ZnO films the immersion was reduced to 1 hour due to prevent acid attack of the oxide by the dyes.\(^{38}\)

![Figure 4.27: Dye molecules used as sensitizer in DSSCs: (A) Z907, (B) N719 and (C) C101.](image)

To avoid the aggregation of dye molecules chenodeoxycholic acid was used as co-adsorbent. The bulky size of this molecule keeps dye molecules attached onto the surface of semiconductor well separated. After sensitization, the films were washed in the same solvent as employed in the dye solution and dried under air.

3.3.2. Electrolyte solution.

One of the main objectives of this Thesis has been to study the effect on the recombination of the chemical composition of the electrolyte. In all cases investigated, a redox pair (iodide/iodine, Co(II)/Co(III) was dissolved in a wide range of solvents (acetonitrile, valeronitrile, ethylene carbonate, pure ionic liquids). Furthermore, the presence of some additives (lithium ions, Tbp) has also been analyzed. The electrolyte composition will be described in each chapter.

3.3.3. Platinized counter-electrode.

Prior to deposition of platinum on substrates TEC8 (Pilkington, resistance 8Ω/square, 80-81.5% visible transmittance), a small hole was made to allow the introduction of the electrolyte solution by vacuum. The deposition of platinum was carried out by spreading a
drop of hexachloroplatinic acid (0.01M in isopropanol) or Platisol (Solaronix) over the FTO substrate and subsequent annealing at 400°C for 5 min.

3.3.4. Assembly of solar cells.

Once the electrodes were prepared, the working and counter-electrodes were sandwiched together using a thin thermoplastic (Surlyn) frame that melts at 100 °C using pressure. Then the cells were filled with the electrolyte through a hole previously made in the back of a platinized counter electrode by vacuum (Figure 4.28). Finally, the hole was sealed with a thermoplastic polymer and a cover-slide glass.

![Image](image.jpg)

**Figure 4.28**: Working electrode and counter-electrode before and after assembly of DSSC.
4. References.


Chapter 5:

In situ self-doping of mesoporous titanium dioxide films
1. Introduction.

The importance of semiconductor oxides for many applications results, on the one hand, from their suitable intrinsic properties and, on the other hand, from the possibility to systematically alter their performance by bulk or surface modification. Semiconductor oxides such as ZnO, SnO$_2$ and TiO$_2$ amongst others show typically n-type conductivity due to a stoichiometric imbalance resulting from oxygen deficiency. Consequently, these materials are characterized by the presence of reduced cation sites, a situation which is commonly referred to as self-doping. An impressive performance of self-doped semiconductor nanocrystals has only recently been demonstrated in different fields including the synthesis of novel nanocomposites, sensors, supercapacitors, batteries, synthetic chemistry or solar fuel generation. Semiconductor self-doping, however, not necessarily implies a deviation from the stoichiometric metal/oxygen ratio, but may result furthermore from the presence of hydrogen impurities acting as shallow donors. Importantly, hydrogen sources are ubiquitous during the whole process chain (from synthesis, to processing and application) of a semiconductor material.

In general, doping comprises the inclusion or substitution of metal or non-metal impurities into the semiconductor lattice and has proved to be a useful strategy to manipulate the properties of the material by introducing new electronic states and new optical transitions. By these means, doping may affect charge transport, charge separation and charge generation. These processes influence the material performance in several applications. In particular, the effect of electrochemical doping on the photocatalytic and photovoltaic performance of mesoporous TiO$_2$ films has been attributed to accelerated charge transport together with reduced recombination, resulting in improved electron collection efficiencies, as reported in previous works and discussed in Chapter 6. The intentional doping of oxide semiconductors relies on well-defined synthesis or post-synthesis strategies, which allow for a systematic modification of the material. Ideally, it is desirable to establish a feedback loop between semiconductor synthesis, properties and performance in the process of interest. This would allow for a systematic optimization of the material. However, some material properties, such as the doping degree, do not only depend on material history (synthesis procedure, post-synthesis treatments). Furthermore, they may significantly change in situ, i.e. during application, and have therefore to be considered as a dynamic property.

In this context accumulation of electrons in a semiconductor electrode compensated by counter-ion uptake from solution is referred to as electrochemical reductive doping. In the case of TiO$_2$ the proton-assisted electrochemical reduction can be described by

$$\text{Ti}^{IV}O_2 + e^- + H^+ \rightarrow \text{Ti}^{III}(OH)$$ (5.1)

where protons may adsorb at the surface or may get inserted into the bulk. This incorporation of counter-ions into the structure of the oxide compensates the negative charge build-up upon formation of Ti(III) donor centers. As the compensating positive charge is protons, this process may thus formally be considered as hydrogen-doping of the semiconductor. A beneficial effect of electrochemical doping on the photovoltaic performance, which was first evidenced for anatase single crystals and later...
corroborated for nanostructured TiO$_2$ films of adequate morphology,\cite{16} was attributed to a temporarily persisting increase of the carrier density in the semiconductor.

An important difference of hydrogen-doping as compared to metal-doping is the nature of electron charge compensation. In the latter case, electrons are persistently compensated by lattice-bound metal ions, whereas in the former case compensation is established by reversible adsorption of protons at the surface or by insertion in the lattice.\cite{24} While the reversibility of hydrogen-doping opens up the possibility of driving reduction reactions at charged semiconductors\cite{25,26} it implies on the other hand a limited persistence of those effects, connected to the accumulation of the charges in the material. For mesoporous TiO$_2$ films, the limited persistence of charge accumulation and, thus, of performance enhancement was found to depend on thin film morphology, with a higher persistence being observed for electrodes consisting of larger particles.\cite{16,17} The reversibility of the beneficial effect puts into question the relevance of electrochemical doping for a permanent performance improvement of nanostructured films in technological applications.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{Figure5.1.png}
\caption{Perturbation methods to induce charge accumulation in nanocrystalline electrode.}
\end{figure}

In this chapter we show that the instability of electrochemical reductive doping is not an issue for all those applications where the accumulation of charges in the semiconductor takes place \textit{in situ}, i.e. during operation. For instance, it is well known that dye-sensitized solar cells based on mesoporous TiO$_2$ show an improvement of their performance under light soaking.\cite{18} In this chapter, the charge accumulation in TiO$_2$ electrodes was performed either by external cathodic polarization or, alternatively, during photocatalyst operation - by band gap excitation at open-circuit (\textit{Figure 5.1}). In this study different semiconductor nanoparticles were used. Importantly, it is shown for the water and the formic acid photooxidation reactions that the enhancement of the photoelectrocatalytic performance of thin films depends on the Fermi level position during electrochemical doping, being however independent of the perturbation mode. This result is perfectly in line with recent observations indicating that the occupancy of electronic states does not depend on the type of external perturbation, if, alternatively, an external bias voltage or band gap excitation at open-circuit are used to set the Fermi level position in a mesoporous TiO$_2$ electrode.\cite{27}
2. Experimental.

2.1. Mesoporous electrodes.

Slurries of the commercial TiO$_2$ nanoparticles were prepared by grinding 1 g TiO$_2$ powder with 1.6 ml H$_2$O (Milipore, Milli-Q), 30 µl Acetylacetone and 20 µl Triton X. The colloidal suspensions were spread with a glass rod onto fluoroine-doped tin oxide (FTO) conducting glass (Pilkington, TEC 15, resistance 15 Ω/□) using Scotch tape as a spacer (doctor blade). Then the films were annealed and sintered for 1 h at 450 °C in air. A copper wire was attached to the conducting substrate with silver epoxy and inserted in a glass rod. The contact area and the uncovered parts of the substrate were finally sealed by epoxy resin.

2.2. Electrochemical and photoelectrochemical measurements.

These measurements were performed in a standard three-electrode electrochemical cell, where a 0.1M solution of HClO$_4$ (Sigma-Aldrich, ACS reagent, 70%) in ultrapure water (Millipore, Milli-Q) was used as electrolyte. In addition, formic acid was added when a hole scavenger was required. The electrolyte was purged with N$_2$ to minimize the concentration of dissolved oxygen or with O$_2$ to maximize it. All potentials were measured against and are referred to a Ag/AgCl/KCl (3M) electrode (CRISON), whereas a Pt wire was used as a counter electrode. Measurements were performed with a computer-controlled Autolab PGSTAT302N potentiostat. A 450 W Xe arc lamp (Oriel) equipped with a water filter was used for UV/Vis irradiation of the electrode from the electrolyte side. The applied light irradiance was measured with an optical power meter (Gentec TUNER) equipped with a bolometer (Gentec XLP12-1S-H2) being 500 mW.cm$^{-2}$.

2.3. MIR spectroelectrochemical measurements.

For MIR measurements TiO$_2$ films deposited on a Ti foil were used as the electrode. Electrochemical measurements were performed with a computer-controlled Autolab PGSTAT101 potentiostat. Details of the MIR-spectroelectrochemical cell can be found in Chapter 4 (Section 2.3.1.) and Refs. 28 and 29. The spectra were obtained by averaging 500 scans at a resolution of 4 cm$^{-1}$ and are represented as $-\log(R/R_0)$, where $R$ and $R_0$ are the reflectance values corresponding to the single beam spectra recorded for the sample and the reference, respectively.

3. Results and Discussion.

3.1. Kinetics of the electrochemical doping process.

The mesoporous TiO$_2$ thin films employed in this chapter are prepared from different commercial nanoparticles. These nanoparticles are not only characterized by different particle sizes, but also by different crystal structures (Table 5.1 and Appendix, Figure 5.1).
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Nanoparticle Solaronix Sachtleben PI-KEM Sigma
Particle size (nm) 15-20 15-35 25-65 80-240
Crystal structure Anatase Rutile Anatase/Rutile Anatase

Table 5.1: Particle sizes and crystal structures for the TiO$_2$ film employed.

The small crystallite size as well as its low doping level, good electronic connectivity and the presence of a surrounding equipotential surface allow to externally control the quasi–Fermi level in the semiconductor by electrochemical approaches. In particular, the Fermi level can be shifted by the application of a bias voltage or, alternatively, by exposure of the electrode to photons with energy exceeding the band gap of the respective semiconductor (Figure 5.1). In the latter case, after separation of photogenerated charge carriers, holes preferentially react at the semiconductor/electrolyte interface, whereas electrons are accumulated in the film under open-circuit conditions. The efficiency of this charge separation and, thus, the extent of the negative Fermi level shift can be enhanced by adding hole scavengers to the electrolyte, as discussed below. For both methods of Fermi level perturbation, charge compensation in the semiconductor film is established by adsorption or insertion of protons (Equation 5.1).

As reported previously, TiO$_2$ electrodes can be electrochemically doped by cathodic polarization. One of the beneficial effects of this treatment can be demonstrated by photocurrent measurements due to the photooxidation reaction of water. Figure 5.2 shows the increase of photocurrent after electrochemical doping. To study the electrochemical doping process, the following sequence of experiments was performed. First, the photocurrent transient of the undoped electrode was recorded at $E_{Ag/AgCl} = 0.80V$. Then the film was exposed to UV light at open-circuit and the photopotential was recorded for 1000 s (light-induced doping) or externally polarized for 1000 s in the dark at the same potential (voltage-induced doping). After this doping step the photocurrent was sampled again for 60 s at $E_{Ag/AgCl} = 0.80V$. We define the photocurrent enhancement factor (PCEF) as the ratio of the stationary photocurrent in the saturation region ($E_{Ag/AgCl} = 0.80 V$) after doping and the initial photocurrent of the undoped electrode. It is observed that the PCEF does not show significant changes for the two methods of Fermi level perturbation once the doping effect has reached saturation (Table 5.2 and Appendix, Table 5.1).

![Image](image-url)
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Figure 5.2: (A, B) Voltage-induced and (C, D) light-induced hydrogen-doping of PI-KEM electrodes. (A, C) Electrode potential profiles for the doping cycles: (A) externally applied bias and (C) open-circuit photopotential. (B, D) Photocurrent transients at $E_{\text{Ag/AgCl}} = 0.8$ V of the undoped electrodes and after cumulative doping cycles. Electrolyte: 0.1 M $\text{HClO}_4$ in aqueous solution.

<table>
<thead>
<tr>
<th>Hole scavenger</th>
<th>----</th>
<th>Formic acid (HCOOH)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doping type</td>
<td>Light-induced</td>
<td>Voltage-induced</td>
</tr>
<tr>
<td>Doping potential (V)</td>
<td>-0.35</td>
<td>-0.61</td>
</tr>
<tr>
<td>Doping time (s)</td>
<td>9000</td>
<td>2000</td>
</tr>
<tr>
<td>PCEF</td>
<td>2.7</td>
<td>2.4</td>
</tr>
</tbody>
</table>

Table 5.2: Photocurrent enhancement factors (PCEF) determined for the PI-KEM electrodes upon voltage-induced and light-induced doping in the absence and in the presence of hole scavenger (1M HCOOH).

Figure 5.3: Photocurrent enhancement factor determined at $E_{\text{Ag/AgCl}} = 0.8$ V for a PI-KEM electrode once the doping effect is saturated. Voltage-induced doping at $E_{\text{Ag/AgCl}} = -0.35$ V and $E_{\text{Ag/AgCl}} = -0.60$ V in N$_2$-purged 0.1 M HClO$_4$ aqueous solution.

The PCEF depends on the doping time (Appendix, Figure 5.2) as well as on the position of the Fermi level during doping. In this context it has to be mentioned that a change of the electrode potential directly translates into a shift of the Fermi level if the band positions are pinned upon semiconductor charging. For a PI-KEM electrode doped at $E_{\text{Ag/AgCl}} = -0.35$ V in a N$_2$-purged 0.1 M HClO$_4$ aqueous electrolyte a PCEF of 2.4 is determined (Table 5.2) once the doping effect has reached saturation (doping time 9000 s). However, if doping is
performed at $E_{\text{Ag}/\text{AgCl}} = -0.60$ V the PCEF increases to $\approx 18$ (Figure 5.3) as a consequence of higher charge accumulation in band gap states of anatase TiO$_2$ films, which is known to increase exponentially with decreasing potential.$^{28,30–33}$

However, the photocurrent enhancement due to electrochemical doping is a transient effect (Figure 5.4). The beneficial doping effect is completely reversible and the initial photoactivity is restored after hour to days in line with a previous report.$^{16}$

![Figure 5.4: Temporal evolution of PCEF measured at $E_{\text{Ag}/\text{AgCl}} = 0.4$V for different types of electrodes after electrochemical doping at $E_{\text{Ag}/\text{AgCl}} = -0.6$ V by means of voltage-induced doping. Electrolyte: N$_2$-purged 0.1 M HClO$_4$ aqueous solution.](image)

It seems that the kinetics of doping and undoping process depends on structural properties of the semiconductor nanoparticles$^{16}$ (Figure 5.4 and Appendix, Figure 5.2) as well as on the doping time and potential. In particular, the time necessary to reach a stationary doping effect strongly depends on the doping potential: shorter times are observed for more negative potentials (Appendix, Figure 5.3). This is possibly connected to the increase of conductivity in the mesoporous film as the Fermi level is shifted upwards.$^{34,35}$ Fermi level equilibration over the whole film thickness is thus reached faster. Furthermore, proton insertion into the subsurface region of the semiconductor, which is expected to be an activated process, could limit the doping rate at less negative potentials.

Photocurrent and photopotential measurements are valuable tools for studying voltage- and light-induced changes of the macroscopic electrode behaviour as shown above. In addition, other electrochemical as well as spectroelectrochemical methods have been used for tracking modifications of the electronic thin film properties due to doping. Cyclic voltammograms of PI-KEM electrodes are shown in Figure 5.5. CVs of the electrodes in the dark are characterized by two pairs of capacitive peaks which are associated with electron accumulation at different regions in the semiconductor film.$^{16}$ Whereas the capacitive currents at negative potentials ($E_{\text{Ag}/\text{AgCl}} < -0.4$ V) have been attributed to the filling of the conduction band and/or an exponential distribution of surface states, an additional pair of peaks at more positive potentials ($E_{\text{Ag}/\text{AgCl}} = 0$ V) has been assigned to the reversible filling of monoenergetic trap states at grain-boundaries.$^{6,16,36,37}$ Upon doping the well-defined pair of peaks located at $E_{\text{Ag}/\text{AgCl}} = 0$ V
shifts by \( \approx 200 \) mV toward more positive potentials. Such a shift has tentatively been attributed to the build-up of a space charge layer throughout particle agglomerates.\(^{16,36}\) In addition to the peak shift, voltage- as well as light-induced electrochemical doping induce significant changes of the intrinsic film capacitance. The capacitance per unit area \( C = j_c/v \) has been calculated from the capacitive current density \( (j_c) \) and the scan rate \( (v) \).\(^6\) **Figure 5.5A** and **5.5C** show moderately increased capacitance values at more negative potentials. From the semilogarithmic plots (**Figure 5.5B and 5.5D**) \( \alpha \)-values between 0.2 and 0.4 can be estimated (see Equation 1.20), indicating that the capacitive currents result from electrons injected into exponentially distributed band gap states.\(^{30}\) A similar behaviour is observed for all studied electrodes (**Appendix**, Table 5.2). The capacitance increase may result from the formation of a depletion layer at the surface of particles or particle aggregates.\(^{38}\) In photocatalytic applications, the presence of a depletion layer would enhance the separation efficiency of photogenerated electrons and holes. Alternatively, a broadening of the density of states function could account for the observed capacitance modification.\(^{18}\)

**Figure 5.5:** (A, C) Cyclic voltammograms and (B, D) semi-logarithmic capacitance plots of PI-KEM electrodes before and after (A, B) voltage-induced or (C, D) light-induced doping, respectively. Doping potential: (A, B) external bias: \( E_{Ag/AgCl} = -0.60 \) V and (C, D) open-circuit photopotential: \( E_{OCP_{Ag/AgCl}} = -0.60 \) V; Electrolyte: (A, B) N\(_2\)-purged 0.1 M HClO\(_4\) aqueous solution and (C, D) N\(_2\)-purged 1 M HCOOH/0.1 M HClO\(_4\) aqueous solution.

The persistence of electrochemical doping can be evidenced by the detection of IR-active shallow trapped electrons\(^6\) using a spectroelectrochemical approach.\(^{16,27}\) Upon cathodic polarization at \(-0.6 \) V (potential of reductive electrochemical doping) a broad absorption appears in the ATR-IR difference spectrum of the PI-KEM TiO\(_2\) electrode when referred to the corresponding background spectrum taken at 0.4 V (**Figure 5.6A\(^{28}\)**). The
appearance of the IR signal is associated with electron accumulation in the semiconductor film as may be seen from the chronocoulometric profiles (Figure 5.6B). The temporal evolution of the IR signal, whose shape does not change with polarization time, is shown in Figure 5.6C for the cathodic polarization at -0.6 V (absolute absorbance), meanwhile in Figure 5.6D the back polarization to 0.4 V (normalized absorbance) is shown. The IR absorption has recently been associated with shallow trapped electrons in an exponential distribution of band gap states.\(^{27,28}\) For short polarization times at -0.6 V (\(t = 120\) s) the IR signal is reversible with respect to back polarization to 0.4 V (Figures 5.6A and 5.6D) and a large amount of the charge injected to the electrode (\(Q_{in}\)) can be extracted at 0.4 V (\(Q_{ex}\)) (Figure 5.6B). However, the fact that not all of the injected charge is extracted upon anodic polarization (\(Q_{in} \neq Q_{ex}\)) indicates that the currents are not purely capacitive, which means that significant faradic losses due to electron transfer to solution species (such as residual oxygen) may be taking place. A similar behaviour was observed in a recent study.\(^{27}\) The discrepancy between \(Q_{in}\) and \(Q_{ex}\) could alternatively be explained by a persistent charge accumulation in the mesoporous film. However, the fact that the IR signal shows full reversibility (Figure 5.6A) suggests faradic losses as the main reason for the observed discrepancy between \(Q_{in}\) and \(Q_{ex}\) for short polarization times.

Figure 5.6: (A) ATR-IR spectra of a PI-KEM electrode after 120 s (dashed red line) and 1800 s (dashed blue line) of cathodic treatment at -0.6 V and upon back-polarization (600 s) to 0.4 V (solid lines). Background spectra were taken at 0.4 V prior to the cathodic treatment. (B) Chronocoulometric profile and (C) absolute and (D) normalized absorbance at 2000 cm\(^{-1}\) as recorded simultaneously. Electrolyte: N\(_2\)-purged 0.1 M HClO\(_4\) aqueous solution.
Prolonged polarization at \(-0.6\) V (\(t = 1800\) s), in contrast, results in a partial irreversibility of the IR absorption. In this case, a residual portion of \(\approx 20\%\) of the stabilized IR absorption (Figures 5.6A and 5.6C) persists even after prolonged polarization at 0.4 V (Figures 5.6A and 5.6D). The difference between \(Q_{in}\) and \(Q_{ex}\) (Figure 5.6B) includes therefore not only faradic losses (which are still believed to be the main contribution), but also persistent electron accumulation.

As shown above, short polarization times involve a short persistence of charge accumulation. For instance, the symmetry of the cyclic voltammograms (Figure 5.5) indicates a high reversibility of charge accumulation/extraction for short residence times at negative potentials (scan velocity: 20 mV·s\(^{-1}\)). This highly reversible behaviour points to the involvement of electronic states located at the semiconductor/electrolyte interface. However, the long-lasting effect of electrochemical doping observed after extended cathodic polarization indicates a population of electronic states and a concomitant insertion of charge compensating protons in the subsurface regions of the semiconductor nanocrystals. In line with this interpretation a longer-lasting persistence of charge accumulation has been observed for electrodes consisting of larger particles (Figure 5.7). This is in line with the observation of a longer-lasting persistence of the beneficial doping effect on the photocurrent for electrodes consisting of larger particles (Figure 5.4).

![Figure 5.7: Temporal evolution of normalized absorbance at 1300cm\(^{-1}\) of ATR-IR spectra measured at \(E_{Ag/AgCl} = 0.40\) V for all the nanoparticles studied after electrochemical doping \((E_{Ag/AgCl} = -0.60\) V, time: 1000 s\). Electrolyte: N\(_2\)-purged 0.1 M HClO\(_4\) aqueous solution.](image)

As shown is Figures 5.4 and 5.7, the persistence of photocurrent enhancement is intimately related to the persistence of electron accumulation. With respect to particle size both kinetics show comparable relative trends: the larger the particle size, the slower the decay of both the photocurrent enhancement and the IR signal intensity resulting from shallow trapped electrons. Nevertheless, the changes are completely reversible on a time scale of hours to days upon thin film storage in the absence of UV light at potentials equal to or more positive than the open-circuit potential.
3.2. Effects of electron acceptors or hole scavengers on the electrochemical doping process.

The presence of hole and electron acceptors in the electrolyte critically influences the degree of charge accumulation during photocatalytic operation and thus the open-circuit potential. This effective doping potential (at open-circuit conditions) results from the kinetic balance between the photogeneration of electron-hole pairs and charge transfer to the electrolyte. However, even in the presence of dissolved oxygen, the most common electron acceptor in photocatalysis, electron accumulation is typically observed in photoexcited TiO$_2$ catalysts, though to a lesser extent.

![Figure 5.8](image.png)

Figure 5.8: Voltage-induced hydrogen-doping of PI-KEM electrodes in the presence of electron acceptor (O$_2$-purged). (A, C) Electrode potential profiles during doping cycles. (B, D) Photocurrent transients at $E_{Ag/AgCl} = 0.8$ V of the undoped electrodes and after cumulative doping cycles. Electrolyte: (A, B) 0.1 M HClO$_4$ or (C, D) 1 M HCOOH/0.1 M HClO$_4$.

Experiments in oxygen-saturated electrolyte solutions were performed in order to study under working conditions the influence of O$_2$ on the hydrogen doping of the photocatalyst. In the absence of a hole acceptor (formic acid in this case) the open-circuit potential measured on a PI-KEM electrode under UV exposure changes from -0.35 V in a N$_2$-purged electrolyte (Table 5.1) to -0.15 V in the O$_2$-purged electrolyte (Figure 5.8A). Concomitantly, only a small and short-lasting increase (initial 20 seconds) of the photocurrent is observed at anodic polarization (Figure 5.8B). Therefore, we can infer
that under these conditions photogenerated electrons are efficiently transferred to the acceptor in solution. Consequently, electron accumulation in the semiconductor is too weak to give rise to a significant doping. Nevertheless, on the other hand, in the presence of formic acid an open-circuit potential of -0.48 V is observed even in the presence of dissolved oxygen (Figure 5.8C), which gives rise to a photocurrent enhancement by a factor of ≈2 as sampled upon anodic polarization (Figure 5.8D).

Whereas the presence of oxygen causes a decrease of the photocurrent enhancement as compared to the N₂-purged solution, the doping persistence is comparable in both cases (Figure 5.9). These observations indicate that oxygen significantly influences the doping process by decreasing the effective doping potential, whereas doping persistence is virtually independent of the O₂ concentration.

**Figure 5.9**: Temporal evolution of the photocurrent enhancement factor determined at $E_{Ag/AgCl} = 0.8$ V following light-induced hydrogen doping at open-circuit. Doping and sampling was performed in 1 M HCOOH/0.1 M HClO₄ aqueous solution, which was purged with N₂ (doping potential: -0.60 V) or O₂ (doping potential: -0.48 V), respectively.

### 4. General discussion.

The main observation of the experiments here described is that the photoelectrocatalytic performance enhancement of the thin films depends on the Fermi level position during electrochemical doping but not on the perturbation mode. Importantly, voltage-induced and light-induced doping yield a similar PCEF as long as the electrode potential during doping (i.e. the externally applied bias or the generated photopotential, respectively) is the same.²⁹ This highlights the value of electrochemical methods for the characterization of photocatalytic systems, as processes taking place at open-circuit cannot be studied directly, but tracked by open-circuit potential measurements instead, and simulated to some extent by external Fermi level control.

It was found for the systems studied that the beneficial doping effect is completely reversible and the initial photoactivity is restored after hours to days. This reversibility would devaluate the importance of electrochemical doping for photocatalytic and photovoltaic applications. However, bearing in mind that electron accumulation, which constitutes the initial step of electrochemical hydrogen doping, takes place even at open-circuit on a working photocatalyst (i.e. in situ), one could envisage a continuous re-
charging of the doping level during semiconductor operation at open-circuit. The stationary doping degree would depend on the photovoltage that can be generated at the electrode and would result from the dynamic competition between charge (electrons and protons) accumulation in the semiconductor and the transfer to acceptors in solution. A constant doping level would be maintained as long as a photovoltage is generated in the semiconductor. Such a scenario could be of importance for conventional photocatalysis, where the active material is operated at open-circuit conditions.

The beneficial effect of in-situ doping on the performance of the TiO$_2$ thin film is observed both for the photopotential and for the photocurrent. On the one hand, an increase of the photocurrent with doping time reflects the increase of the photoelectrocatalytic activity of the TiO$_2$ electrode. More importantly, an increase of the photovoltage indicates a decrease of charge carrier recombination. A decreased recombination is expected to be connected to an enhancement of the photocatalytic activity of the TiO$_2$ thin film.

In contrast to voltage-induced doping, in the case of light-induced doping the Fermi level cannot be fixed to preset values just by setting the light irradiance. The Fermi level depends critically on system properties such as the catalyst activity, the thin film morphology or the electrolyte composition (presence of electron or hole acceptors). The doping potential can therefore not be varied arbitrarily in the case of light-induced doping.

The presence of a hole scavenger has an important impact on the recombination characteristics of the undoped semiconductor/electrolyte system, on the one hand, and on the light-induced doping process, on the other hand. As recombination is suppressed by hole scavenging, higher photopotentials can be generated. This effect is further enhanced in the case of formic acid as a consequence of photocurrent multiplication, i.e. the generation of more than one electron per absorbed photon due to charge injection from the highly reducing primary oxidation product (HCOO$^-$) to the semiconductor. Higher doping levels (more negative potentials) may therefore be obtained in the presence of formic acid. The relative impact of electrochemical doping on the photocatalytic activity thus clearly depends on the recombination characteristics of the undoped system.

5. Conclusions.

The results presented in this chapter show that the degree of hydrogen-doping of mesoporous TiO$_2$ electrodes in contact with an aqueous electrolyte has to be considered a dynamic thin film property, which may significantly change during operation. This has important implications for the design and optimization of materials used in photocatalytic and photovoltaic applications. Furthermore, it highlights the need for studying the dynamic properties of the photocatalytic material under working conditions. Knowledge on this is a prerequisite for the establishment of a feedback loop between semiconductor synthesis, properties and performance. Consequently, appropriate analytical tools for studying the properties of mesoporous semiconductor films in situ are urgently needed. In this context, electrochemical approaches prove to be highly valuable as they allow to some extent for simulating and studying processes taking place at open-circuit conditions. Concretely, we observe that the performance enhancement of a TiO$_2$ electrode depends on
the Fermi level position during electrochemical doping, being however independent of the perturbation mode (external polarization versus photoinduced electron accumulation at open-circuit). This fact relaxes the demand of doping persistence for good performance, because continuous in situ doping might occur under certain conditions during operation at open-circuit. These observations could be of special relevance for photocatalysis, where the active material is operated at open-circuit. Indeed, electrochemical hydrogen-doping constitutes a real in situ process, which may take place at the working photocatalyst under illumination.
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Chapter 6:

Electrochemical hydrogen-doping: Impact on photoelectrocatalytic and photovoltaic applications
1. Introduction.

In the previous chapter, it was shown that a simple electrochemical treatment, the cathodic polarization in aqueous electrolyte, known as reductive electrochemical hydrogen-doping, constitutes an appropriate tool to modify to some extent the properties of nanocrystalline TiO$_2$ electrodes. Electrochemical doping was found to enhance in some cases the photocatalytic performance of the semiconductor. This beneficial effect has been attributed to the generation of Ti$^{3+}$ sites and the concomitant insertion of protons or other cations like lithium cations into the semiconductor bulk. Electrochemical doping of TiO$_2$ nanotube electrodes in alkaline aqueous solution was shown to induce significant changes of the capacitance of the thin film. Whereas chemical capacitance and electronic conductivity of unmodified electrodes showed an exponential dependence on bias potential, capacity at low potentials increased dramatically upon electrochemical doping and a nearly constant transport resistance was observed. These changes were attributed to the doping of the semiconductor and to the concomitant transition from band pinning in unmodified electrodes to Fermi level pinning as a consequence of proton intercalation.

Wang et al. observed an enhancement of the DSSC performance after visible light soaking and attributed it to the formation of shallow transport levels originating from photoinduced H$^+$ intercalation. These shallow trapping states are supposed to accelerate charge carrier transport within the nanocrystalline films without deteriorating the open circuit photovoltage. Importantly, a similar beneficial effect was observed upon cathodic polarization in the aprotic organic electrolyte. Sensitizer adsorption or residual water traces were proposed as possible proton sources. On the other hand, Gregg et al. reported on the improvement of DSSC performance upon UV exposure and attributed it to the reversible generation of surface states. More recently Listorti et al. detected band displacements and reduced recombination rates upon light soaking that explained the increased photocurrents. As discussed in Chapter 5, these results point to an analogy of bias- and photoinduced doping and that, consequently, both cathodic treatment and light exposure may render the modification of the thin film possible. In this context, a recent study highlighted the advantages of IR-spectroelectrochemical measurements to track both bias- and photoinduced charge accumulation in mesoporous semiconductor films. This approach may thus contribute to a fundamental understanding of thin film modification under application relevant conditions.

In this chapter, the effect of electrochemical hydrogen-doping on the photoelectrocatalytic and photovoltaic properties of TiO$_2$ commercial powders is shown. Firstly, the persistence of thin film modification upon electrochemical doping in aqueous solution will be tracked in situ by the detection of IR active trapped electrons. Then the influence of the doping treatment on the macroscopic behaviour of the TiO$_2$ electrodes will be correlated with (1) the photoelectrocatalytic activity with respect to water oxidation and (2) the photoconversion efficiency of dye-sensitized solar cells (DSSC) based on the doped electrodes.

Most of the results presented in this chapter have been reported in the following publication: Idígoras et al. Journal of Physical Chemistry C, 2013, 117(4), 1561-1570.
2. Experimental.

2.1. Preparation of nanocrystalline TiO₂ electrodes.

Mesoporous electrodes were prepared by spreading aqueous slurries of commercial TiO₂ nanoparticles (PI-KEM) or Ti-Nanoxide-T paste (Solaronix) onto fluorine-doped tin oxide (FTO) conducting glass (Pilkington, resistance 15 Ω/□, 82-84.5 % visible transmittance). For spectroelectrochemical experiments a Ti foil (Goodfellow, 99.6+%, 25 μm) was used as the conducting substrate. The suspension was spread over the substrate with a glass rod using Scotch tape as a spacer (doctor blade). The active area of the electrode was 0.64 cm². Afterwards, the films were annealed and sintered for 1 h at 450 °C in air.

2.2. Photoelectrochemical measurements.

Photoelectrochemical measurements were performed at room temperature in a three-electrode cell equipped with a fused silica window. All potentials were measured against and referred to an Ag/AgCl/KCl (3M) reference electrode whereas a Pt wire was used as the counter electrode. Measurements were performed with a computer-controlled Autolab PGSTAT302N potentiostat. In all experiments an N₂ purged 0.1 M solution of HClO₄ (Merck p.a.) in ultrapure water (Millipore, MilliQ) was used as working electrolyte. Cyclic voltammograms (CVs) were recorded between -0.6 V and 0.8 V at a scan rate of 20 mV/s. The reductive doping of the nanocrystalline electrodes was carried out by applying a constant potential of -0.6V for different polarization times. A 450 W Xenon arc lamp (Thermo Oriel), coupled to a water filter to remove IR radiation, was used for UV/Vis irradiation. The applied light irradiance was measured with an optical power meter (Gentec TUNER) equipped with a bolometer (Gentec XLP12-1S-H2) being 500 mW·cm⁻².

2.3. IR spectroelectrochemical measurements.

For attenuated total reflection (ATR)-IR measurements a TiO₂ film deposited on a Ti foil was used as electrode. IR-spectroscopic measurements were performed at an incident angle of 55° using unpolarized light. The spectra were obtained by averaging 50 scans at a resolution of 4 cm⁻¹. The spectra are represented as –log(R/R₀), where R and R₀ are the reflectance values corresponding to the single beam spectra recorded for the sample and the reference, respectively. Electrode polarization was performed with the TiO₂ thin film being pressed against the ATR prism unless otherwise started. N₂-purged 0.1 M HClO₄ aqueous solution, which was prepared using ultrapure water (Millipore, MilliQ), was used as the working electrolyte. All potentials were measured against and are referred to a Ag/AgCl/KCl (3M) electrode. A Pt wire was used as the counter electrode. Measurements were performed with a computer-controlled Autolab PGSTAT101 potentiostat. The ATR hemispheric ZnSe prism was placed in a reflection unit (PIKE Technologies, Veemax II) attached to a Bruker IFS 66/S FTIR spectrometer equipped with an MCT detector.
2.4. Fabrication and characterization of Dye-Sensitized Solar Cells.

Prior to cell assembly the DSSC, all electrodes were stored for 25 min in 0.1 M HClO₄ aqueous solution. In the following we refer to films which have been stored in the electrolyte without applying an external potential as undoped electrodes and those which have been subjected to a cathodic polarization as doped electrodes. Subsequently, the films were washed extensively with H₂O and dried at room temperature under vacuum conditions. Then, the electrodes were immersed in a 0.5 mM ethanolic solution of the N719 dye (Di-tetrabutylammonium cis-bis(isothiocyanato)bis(2,2'-bipyridyl-4,4'-dicarboxylato) ruthenium(II)) for 1h and rinsed with the same solvent. The counter-electrode was prepared by spreading 20 µl of Platisol (Solaronix) over FTO substrates (Pilkington, resistance 8 Ω/□, 80-81.5% visible transmittance) and subsequent annealing at 380 °C for 20 min. Finally, the two electrodes were clamped together to form a sandwich, where a polymer film (Surlyn, Solaronix) was used as spacer around the titanium oxide area. The cells were sealed with two component epoxy adhesive, without thermal process.

Two types of electrolytes have been employed in this chapter: electrolytes based on organic solvents (Electrolyte A: 0.5M LiI, 0.05M I₂ and 0.5M 4-tert-butylpyridine in methoxypropionitrile; and Electrolyte B: 0.1M LiI, 0.05M I₂, 0.5M 4-tert-butylpyridine, 0.6M 1,2-dimethyl-3-propylimidazolium iodide and 0.1M guanidine thiocyanate in acetonitrile-Valeronitrile (1:1 v/v)) and a solvent-free electrolyte (Electrolyte C: 0.05 M I₂ in 1-ethyl-3-methylimidazolium tetracyanoborate and 1-propyl-3-methylimidazoliumiodide (35:65 v/v)).

The devices were characterized using a solar simulator with AM 1.5G filter (ABET). The light intensity was calibrated to the standard value of 1 sun (100 mW/cm²) using a reference solar cell with temperature output (Oriel, 91150). The current-voltage characteristics were determined by applying an external potential bias to the cell and measuring the photocurrent using an Autolab/PGSTAT302N potentiostat. Open-circuit voltage decay measurements (OCVD)⁹ were made by keeping the solar cell at open-circuit and registering the voltage transient after interrupting the illumination.

Electrochemical Impedance Spectroscopy (EIS), Intensity Modulated Photovoltage Spectroscopy (IMVS) and Intensity Modulated Photocurrent Spectroscopy (IMPS) were utilized to obtain electron transport and recombination parameters in the DSSC test devices.¹⁰ The illumination for these small perturbation (frequency response) techniques was provided by a 530 nm light emitting diode (LUXEON) over a wide range of DC light intensities. This allows for probing the devices at different positions of the Fermi level in the semiconductor. A response analyzer module (PGSTAT302N/FRA2, AutoLab) was utilized to analyze the frequency response of the devices. To avoid voltage drop due to series resistance, EIS measurements were performed at open circuit, the Fermi level (related to the open-circuit voltage)¹¹ is fixed by the DC illumination intensity. A 10 mV perturbation in the 10⁵-10⁻² Hz range was utilized to obtain the spectra. Intensity Modulated Photovoltage Spectroscopy (IMVS) and Intensity Modulated Photocurrent Spectroscopy (IMPS) measurements were carried out by coupling the PGSTAT302N/FRA2 module to the light emitting diode, so that an AC signal can be generated. In all cases the samples were illuminated from the dye-coated TiO₂ electrode side. IMVS measurements
were performed at open circuit in the $10^{-4}$-$10^{-1}$ Hz range and IMPS measurements at short-circuit in the $10^{4}$-$10^{-3}$ Hz range with a light perturbation corresponding to 10% of the DC background illumination intensity. The NOVA 1.7 software was used to generate and treat the IMPS and IMVS data. Zview equivalent circuit modelling software (Scribner) was used to fit the EIS spectra, including the distributed element DX11 (transmission line model).\textsuperscript{12,13} To obtain the Fermi level shift between open-circuit and short-circuit conditions ‘short circuit voltage’ ($V_{sc}$)\textsuperscript{11} measurements were performed.\textsuperscript{14,15} For this purpose, the solar cell was first illuminated under short-circuit conditions using the 530 nm light emitting diode at various light intensities. The diode was then turned off and the cell was switched to open circuit simultaneously. The voltage evolution was finally monitored by the potentiostat.

3. Results and Discussion.

3.1. Spectroelectrochemical in situ study of the doping process.

As mentioned in Chapter 5, mesoporous PI-KEM TiO$_2$ thin films consist of a mixture of the anatase and the rutile crystal structure (with an estimated ratio of 1:1). These films with a thickness of $\approx$ 8.5 μm are formed by crystallites with well-defined surface planes and a mean particle diameter of 45 nm. However, Solaronix electrodes based on a commercial particle suspension (Ti-Nanoxide-T) with a film thickness of $\approx$ 4 μm exhibit pure anatase structure and are built up of much smaller particles with a mean diameter of 20 nm\textsuperscript{8} (Appendix, Figure 5.1).

As shown in the previous chapter, upon cathodic polarization at $E_{Ag/AgCl}$ = -0.6 V TiO$_2$ electrodes show the characteristic absorption of shallow trapped electrons in the mid-IR (Figure 6.1A).\textsuperscript{8} Importantly, these signals are temporarily persisting even upon polarization to potentials more positive that the open-circuit potential. In particular, anodic polarization at $E_{Ag/AgCl}$ = 0.4 V for 1 h leads only to a partial decrease of the signal intensity demonstrating the temporary persistence of electron accumulation. However, different behaviour can be found for different nanoparticles (Figure 6.1B).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6.1.png}
\caption{(A) ATR-IR spectra of PI-KEM and Solaronix electrodes after 1000s of cathodic polarization at $E_{Ag/AgCl}$ = -0.6V. Reference spectra were taken at 0.8 V. (B) Temporal evolution of normalized absorbance at 1300 cm$^{-1}$. Electrolyte: N$_2$-purged 0.1M HClO$_4$ aqueous solution.}
\end{figure}
For PI-KEM electrodes a residual portion of ≈ 20% of the stabilized IR absorption persists even after prolonged polarization at 0.4 V. The same observation is made when charge injection/extraction is performed with the TiO₂ electrode being located in the electrolyte bulk of the electrochemical cell, instead of being pressed against the ATR prism. However, the persistence of electron accumulation is in contrast to the behaviour of anatase Solaronix TiO₂ electrodes paste. In this case, a full reversibility of the IR absorption was observed independent of polarization time at –0.6 V (Figure 6.1B).

Obviously, structural properties (such as crystal structure, particle size and shape...) play an important role in the processes of doping and undoping as it was shown in Chapter 5. In any case, electron accumulation within the mesoporous TiO₂ film is coupled to H⁺ uptake (adsorption/intercalation) from the electrolyte. However, the thin film properties governing the extent of proton uptake/release are far from being identified, but apart from semiconductor bulk properties (crystal structure, particle size) the nature of the semiconductor/electrode interface (surface charge, atomic arrangement) is expected to have a significant effect. Clearly, more efforts are needed to elucidate the interplay between electrode properties and the reversibility of charge accumulation.

3.2. Photoelectrochemical measurements.

The electrodes were mounted in a photoelectrochemical cell to study the influence of electrochemical doping on the photoelectrocatalytic performance. For this purpose the photooxidation of water was studied in 0.1 M HClO₄ aqueous electrolyte. Figure 6.2 shows CVs under polychromatic illumination before and after electrochemical doping (E_Ag/AgCl = –0.6 V, t = 750 s). CVs of the electrodes in 0.1 M HClO₄ aqueous solution in the dark, as described in Chapter 5, are characterized by two pairs of capacitive peaks which are associated with electron accumulation at different regions in the semiconductor film (Appendix, Figure 6.1). It has to be mentioned that after electrochemical doping a minor changes may be observed in the CVs in dark. In particular, a shift towards more positive potentials of the capacitive peak at E_Ag/AgCl = 0 V is observed for PI-KEM electrodes, whereas for Solaronix electrodes these peaks are virtually absent on undoped electrodes and appear, though at very low intensity, after doping.

The cathodic treatment results in the enhancement of the saturated photocurrent by a factor of ≈3 for PI-KEM electrode (Figure 6.2A). Increase of the polarization time at –0.6 V does not induce further changes. These observations are in perfect agreement with a previous study. In the photoelectrochemical experiment the polarization time necessary to obtain a constant photocurrent for water oxidation is somewhat shorter than the polarization time needed in spectroelectrochemical experiments to reach a constant IR absorption. This results from significant differences in the geometry of the two electrochemical cells. In the ATR cell diffusion from the electrolyte bulk to the semiconductor surface is significantly slowed down by the thin electrolyte layer, which forms between the electrode and the surface of the ZnSe hemisphere, when the electrode is pressed against the ATR crystal. Importantly, no modification of the photoelectrochemical properties was observed after electrochemical doping for Solaronix electrodes (Figure 6.2B) in line with the spectroelectrochemical measurements evidencing the absence of persistent doping for this type of thin film, as mentioned...
above.\textsuperscript{7,8}

**Figure 6.2:** CVs in the dark and under illumination for undoped (dashed red lines) and doped (solid blue lines) (A) PI-KEM and (B) Solaronix electrodes. Electrolyte: N\textsubscript{2}-purged 0.1 M HClO\textsubscript{4} aqueous solution. Irradiance: 500 mW·cm\textsuperscript{-2}. Electrochemical doping: $E_{\text{Ag/AgCl}} = -0.6$ V; $t_{\text{dop}} = 750$ s.

The photocurrent increase in PI-KEM electrodes has previously been attributed to the build-up of a space charge layer within particle agglomerates which may form due to the well-defined morphology of the nanocrystals.\textsuperscript{1} The depletion layer would enhance the separation efficiency of photogenerated electron-hole pairs and thus reduce recombination. Alternatively, Meekins et al.\textsuperscript{2} attributed an increase in the photoconversion efficiency observed upon Li\textsuperscript{+} or H\textsuperscript{+} intercalation into nanotube arrays to the blocking of charge recombination sites within the TiO\textsubscript{2} lattice.

**Figure 6.3:** Current transients for PI-KEM (dashed blue line) and Solaronix (solid red line) electrodes. The current is normalized to the photocurrent of the undoped electrodes. Electrolyte: N\textsubscript{2}-purged 0.1 M HClO\textsubscript{4} aqueous solution. Irradiance: 500 mW·cm\textsuperscript{-2}. Inset shows a blow-up of the current transient upon back-polarization at 0.8 V in the dark.
The photocurrent enhancement factor (PCEF) has been used to quantify the persistence of electrochemical doping. Figure 6.3 shows the photocurrent after electrochemical doping, normalized to the photocurrent of the undoped electrode, as a function of time. The following experimental sequence was applied: First, the photocurrent of the unmodified electrode was determined at 0.4 V. Then the electrode was polarized for 750 s at −0.6 V in the dark. After back-polarization to 0.4 V in the dark, the electrode was finally again exposed to polychromatic light and the time profile of the photocurrent was recorded. As observed, the PCEF decreases rapidly at 0.4 V. However, even after 3 h at 0.4 V still a PCEF of ≈2.5 is observed for PI-KEM electrode. In contrast, the effect of electrochemical doping is small in the case of a Solaronix sample. After only 20 min at 0.4 V the initial photocurrent is completely recovered. This experiment shows that electrochemical doping persists on a time scale of hours to days in the case of PI-KEM electrodes. Similar results were obtained in Chapter 5.

This persistence provides thus sufficient time for the assembly and characterization of DSSC test devices before the beneficial effect is lost and opens up the possibility of studying the influence of electrochemical doping on the photovoltaic performance. Thus, to obtain doped electrodes for the following photovoltaic characterization, cathodic polarization was performed in the photoelectrochemical cell at $E_{Ag/AgCl} = -0.6 \text{ V for } t_{dop} = 750 \text{ s}$.

3.3. Impact of the electrochemical doping on dye-sensitized solar cells.

To study the impact of electrochemical doping on the photovoltaic performance of the TiO$_2$ electrodes, DSSC test devices based on doped and undoped electrodes were characterized. In Figure 6.4 and Table 6.1 results for the current-voltage characteristics under 1-sun AM 1.5 illumination are presented. For DSSC base on PI-KEM electrodes a beneficial effect of the electrochemical doping is observed both for the short-circuit photocurrent and for the open-circuit photovoltage, whereas the fill factor remains virtually unchanged. On the contrary, no significant effect of electrochemical doping is detected for the Solaronix DSSC. In a blind experiment electrodes were storage in the acidic electrolyte without the application of an external voltage and no significant modification of the DSSC performance with respect to the untreated electrodes was observed.
Figure 6.4: Current-voltage characteristics under 1-sun AM 1.5 illumination of DSSC test devices (electrolyte A) based on doped (solid blue lines) and undoped (dashed red lines) PI-KEM (A) and Solaronix (B) electrodes. Electrochemical doping in 0.1 M HClO₄ aqueous solution: $E_{Ag/AgCl} = -0.6$ V; $t_{dop} = 750$ s.

<table>
<thead>
<tr>
<th>Electrolyte</th>
<th>Configuration</th>
<th>$J_{sc}$ (mA·cm⁻²)</th>
<th>$V_{oc}$ (mV)</th>
<th>Fill Factor / %</th>
<th>Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrolyte A</td>
<td>PI-KEM Undoped</td>
<td>5.8 ± 0.2</td>
<td>682 ± 1</td>
<td>53 ± 1</td>
<td>2.1 ± 0.1</td>
</tr>
<tr>
<td></td>
<td>PI-KEM Doped</td>
<td>7.1 ± 0.2</td>
<td>707 ± 1</td>
<td>51 ± 1</td>
<td>2.6 ± 0.1</td>
</tr>
<tr>
<td></td>
<td>Solaronix Undoped</td>
<td>7.4 ± 0.2</td>
<td>690 ± 1</td>
<td>52 ± 2</td>
<td>2.7 ± 0.2</td>
</tr>
<tr>
<td></td>
<td>Solaronix Doped</td>
<td>7.5 ± 0.1</td>
<td>692 ± 1</td>
<td>51 ± 1</td>
<td>2.6 ± 0.1</td>
</tr>
<tr>
<td>Electrolyte B</td>
<td>PI-KEM Undoped</td>
<td>5.7</td>
<td>692</td>
<td>64</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>PI-KEM Doped</td>
<td>7</td>
<td>722</td>
<td>59</td>
<td>3</td>
</tr>
<tr>
<td>Electrolyte C</td>
<td>PI-KEM Undoped</td>
<td>4.4</td>
<td>495</td>
<td>45</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>PI-KEM Doped</td>
<td>5.7</td>
<td>522</td>
<td>48</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Table 6.1: Photovoltaic parameters for solar test devices studied in this chapter. Main values and error intervals are estimated from the preparation of several devices with the same configuration.

The results indicate that the persistent accumulation of negative charge in the PI-KEM electrodes, with concurrent insertion of protons, improves not only the photoelectrocatalytic activity of the films, but also the photovoltaic performance in DSSCs. It has to be mentioned at this point that Wang and coworkers observed a similar effect, i.e. a simultaneous improvement of $J_{sc}$ and $V_{oc}$ as a result of visible light soaking or, alternatively, upon cathodic polarization in an aprotic organic electrolyte. The importance of the persistence of electron accumulation for beneficial thin film modification is highlighted by the behaviour of Solaronix electrodes, which are characterized by fast electron extraction. In this case neither an enhancement of the photoelectrocatalytic activity nor an improvement of the photovoltaic performance is observed after the cathodic treatment.

To cast light on the origin of the positive effect of electrochemical doping on DSSC performance, parameters describing electron transport (diffusion coefficient) and electron recombination (lifetime) have been determined for the test devices at specific positions of the Fermi level in the TiO₂ electrode. In addition, the electron diffusion length, corresponding to the average distance travelled by electrons in the electrode, has also been estimated.

### 3.3.1. Electron recombination properties in solar devices.

In this chapter, the electron lifetime $\tau_n$ has been determined by different techniques: IMVS, EIS, and OCVD. Figure 6.5 shows the lifetimes obtained by the different techniques employed as a function of the potential in the semiconductor electrode ($E_F - E_F$,
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EIS and IMVS yield essentially the same results whereas the OCVD measurements are found to lead to a systematic shift to lower values. As mentioned, this can be attributed to direct charge transfer via the TCO/electrolyte interface or non-linear effects which would only multiply the lifetime by a potential-independent constant. Furthermore, it must be born in mind that OCVD is a dark technique, whereas EIS and IMVS are obtained under illumination.

![Graph showing electron lifetime for DSSC test devices (electrolyte A) based on doped (solid blue line) and undoped (dashed red line) PI-KEM electrodes obtained from OCVD (lines), EIS (lines and squares) and IMVS (lines and stars). Electrochemical doping in 0.1 M HClO₄ aqueous solution: \( E_{Ag/AgCl} = -0.6 \) V; \( t_{dop} = 750 \) s. Lines are a guide to the eye.]

The results of Figure 6.5 show unambiguously that electrochemical doping leads to a reduced recombination rate, which explains the increased open-circuit photovoltage, and, possibly, the higher short-circuit photocurrent. The origin of this beneficial effect can be analyzed by EIS, which relates the lifetime to the recombination resistance and chemical capacitance of the semiconductor/electrolyte interface.

In Figure 6.6 the recombination resistance and the chemical capacitance extracted from the EIS spectra at different illumination intensities are reported.

![Graph showing impedance parameters extracted from EIS data by fitting: (A) recombination resistance and (B) chemical capacitance for DSSC test devices (electrolyte A) based on doped (solid blue line and circles) and undoped (dashed red line and squares) PI-KEM electrodes. Electrochemical doping in 0.1 M HClO₄ aqueous solution: \( E_{Ag/AgCl} = -0.6 \) V; \( t_{dop} = 750 \) s. Lines are a guide to the eye.]
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The EIS analysis shows that electrochemical doping induces only minor changes of the capacitance (Figure 6.6B). Concretely, somewhat increased capacitance values are observed at low potentials. This capacitance increase is most likely due to the formation of a depletion layer\textsuperscript{3} at the surface of PI-KEM particles or particle aggregates. Such a band bending was previously proposed to improve the photoelectrocatalytic activity of doped PI-KEM electrodes as observed for water photooxidation. In photocatalytic applications, the presence of a depletion layer would enhance the separation efficiency of photogenerated electrons and holes.\textsuperscript{1} Band bending can also explain the deviation from the straight line in the capacitance semilogarithmic plot, as recently pointed out by Jennings et al.\textsuperscript{22} Alternatively, Wang et al.\textsuperscript{4} attributed the increase of the capacitance at low potentials upon cathodic polarization in the DSSC electrolyte to the broadening of the density of states function. In DSCs, on the other hand, the surface electrical fields resulting from band bending are expected to reduce the recombination of electrons with electron acceptors in solution. Indeed, an increase of the recombination resistance can clearly be observed upon electrochemical doping (Figure 6.6A). Importantly, it has to be mentioned that accumulation of negative charge (accompanied by proton insertion) does not produce a significant shift of the TiO\textsubscript{2} conduction band. This is perfectly in line with the observation in aqueous electrolyte that electrochemical doping does not modify the onset potential for capacitive currents at $E_{Ag/AgCl} < -0.4$ V (Appendix, Figure 6.1A). The absence of a significant conduction band shift can be attributed to the compensation of the accumulated negative charge by the insertion of protons. From an experimental point of view the absence of significant band shifts guarantees that the comparison of the transport and recombination parameters between modified and unmodified electrodes is performed at the same position of the Fermi level with respect to the conduction band edge (electron density). Further details on this are provided in the following sections. Therefore, the observed increase of the lifetime is mainly related to an increment of the recombination resistance ($R_{rec}$) rather than to a modification of the chemical capacitance of the electrodes. The increase of $R_{rec}$ may be rationalized by the build-up of a space-charge layer within large particles or particle agglomerates as a consequence of a persistent doping of the semiconductor. The extent of such a beneficial effect is expected to strongly depend on thin film morphology such as particle size and shape as well as on particle agglomeration.

However, the results obtained in the present chapter are in contrast to the observations made by Fabregat-Santiago et al.\textsuperscript{3} upon proton intercalation in TiO\textsubscript{2} nanotube arrays. These authors observed detrimental effects of electrochemical doping on DSSC characteristics, concretely, an increased capacitance, a decreased recombination resistance, a nearly constant transport resistance with unexpected high values at low potentials and a low open circuit voltage. These modifications were attributed to the pinning of the Fermi level and to an increased recombination upon doping. It has to be mentioned that cathodic polarization was performed in that case at more negative potentials, i.e. $E_{Ag/AgCl} = -1$ V ($t_{dop} = 1200$ s; pH 2), whereas our electrodes were polarized at $E_{Ag/AgCl} = -0.6$ V ($t_{dop} = 750$ s; pH 1). This discrepancy indicates that the degree of electrochemical doping is a critical issue in the optimization of the DSSC device performance as extensive doping may induce detrimental effects. Importantly, optimal doping parameters might strongly depend on the respective thin film morphology. In this regard, it has to be mentioned that 1-dimensional geometries like those studied in Ref. [3], are more prone to show band bending\textsuperscript{23} than nanoparticulate electrodes.
3.3.2. Electron transport properties in solar devices.

The electron lifetime was determined by IMVS measurements (Equation 4.20 and Figure 6.7A), whereas the electron diffusion coefficient was determined by IMPS measurements at various illumination intensities which modifies the positions of Fermi level. The diffusion coefficients can be determined according to Equation 4.21.23–25

\[
D_n = \frac{d^2}{\gamma \tau_{\text{IMPS}}^{\text{min}}} \quad (4.21)
\]

In this work values of \( \gamma = 2.5 \) and \( d = 8.5 \, \mu\text{m} \) have been used. Results for the diffusion coefficient can be found in Figure 6.7B.

The diffusion coefficient is found to increase exponentially with Fermi level as usually observed in DSSCs26,27 and predicted by the multiple-trapping model.28,29 Measured values range between \( 10^{-5} \) and \( 10^{-4} \, \text{cm}^2/\text{s} \), characteristic of nanocrystalline TiO₂, however upon electrochemical doping, \( D_n \) increases by a factor of 2-3.

![Figure 6.7: Results from IMVS and IMPS data under illumination: (A) electron lifetime, (B) electron diffusion coefficient and (C) electron diffusion length for DSSC Pt-KEM based on doped (blue circles) and undoped (red squares) Pt-KEM electrodes. Note that symbols represent experimental data for lifetimes and diffusion coefficients as extracted from the IMVS and the IMPS spectra, whereas dashed lines stand for linear extrapolations of the experimental data, required to compute the diffusion length at coincident positions of the Fermi level. Electrochemical doping in 0.1 M HClO₄ aqueous solution: \( E_{\text{Ag/AgCl}} = -0.6 \, \text{V} \); \( t_{\text{dop}} = 750 \, \text{s} \).](image)

As described in Chapter 3 and 4, the electron diffusion length, that provides information about charge collection in photoanodes11,17,30 has been determined here by combining IMVS and IMPS data via the Equation 3.26

\[
L_n = D_n \tau_n^{1/2} \quad (3.26)
\]
It is known that pairs of $\tau_n$ and $D_n$ used to obtain $L_n$ must be determined at the same value of the quasi-Fermi level with respect to the conduction band. However, at the same light intensity the position of the quasi-Fermi level is different in IMVS measurements, which are executed at open-circuit, and in IMPS experiments, performed at short-circuit conditions. To estimate the shift, $V_{sc}$ measurements were performed as described in the Chapter 4.\textsuperscript{14} The profiles of $V_{SC}$ and $V_{OC}$ determined at different light intensities are represented in Appendix (Figure 6.2). The shift of the quasi-Fermi level between open and short circuit conditions is obtained from the difference between both voltages. This procedure yields values of 0.18 and 0.26 V for undoped and doped electrodes, respectively. Taking into account this shift, $L_n$ data are shown in Figure 6.7C.

The $L_n$ estimates obtained from the IMPS/IMVS analysis reveal that electrochemical doping leads to a clear increase of the small-perturbation electron diffusion length. Values of $L_n \approx 100$ μm are found for the undoped electrodes, which are increased by a factor of $\approx 2$ for the doped electrodes. These values are similar to those of state-of-the-art DSSC and suggest (see discussion below) that the collection efficiency approaches 100% at short-circuit, even for untreated electrodes.\textsuperscript{11} The improvement in $L_n$ is a consequence of the simultaneous blocking of recombination ($R_{rec}$) and the acceleration of transport ($D_n$). In this context, Meekins and Kamat\textsuperscript{2} and Wang et al.\textsuperscript{4} also explained the improvement in photocatalytic activity\textsuperscript{2} and photovoltaic performance\textsuperscript{4} by favoured electron transport in electrodes. The better transport properties were attributed to the creation of localized Ti$^{3+}$ states and concomitant insertion of either protons or lithium ions. The present results show that a similar effect might be taking place for the doped PI-KEM electrodes. However, in addition, a reduced recombination rate is observed, possibly due to the formation of a depletion layer. Hence, the improvement detected in the electron diffusion length is based on a double beneficial effect.

The fact that $L_n >> d$ for both doped and undoped electrodes, leads to the conclusion that the photocurrent increase would not be due to improved electron collection, which is already quantitative for the undoped electrodes. However, it has to be born in mind that $L_n$ is a magnitude which is measured from a small-perturbation of a flat Fermi level. This a different situation to that occurring at short-circuit, where a gradient of the electron density drives electrons towards the external circuit.\textsuperscript{31} To clarify this point we have performed a simple experiment following the method of Halme et al.\textsuperscript{32} The IV curves of devices based on undoped and doped electrodes, respectively, were measured under illumination through the counter-electrode (back) and the resulting $J_{sc}$ value was compared to the one obtained from illumination through the working electrode (front) (Appendix, Figure 6.3). The ratio $J_{sc}(\text{front})/J_{sc}(\text{back})$ gives information on the electron collection efficiency at short circuit. These experiments yielded a very similar ratio for both the undoped and doped electrodes (1.37 and 1.41), suggesting that improved collection in not the main contribution to the photocurrent enhancement of the solar cell after electrochemical doping. In fact, the measured ratio is very similar to that found by Halme et al.\textsuperscript{32} when comparing “front” and “back” IPCEs for solar cells with long diffusion lengths. This finding supports the conclusion derived from the small-perturbation analysis that electron collection efficiency approaches 100% in both the doped and undoped solar cells.
The observation that electron collection is not the reason for the enhancement performance at short-circuit points points to either light harvesting or electron injection as two only possible explanations for the obtained results. To provide extra information in this respect, measurements of reflectance spectrum of the sensitized PI-KEM electrodes, with and without doping were performed (Appendix, Figure 6.4). The results show that the doping process does not modify the optical properties. Hence, light harvesting is not either the origin of the enhancement in the short-circuit photocurrent. This fact, together with the observation that electron collection is very similar for both kinds of electrode, points to enhanced injection as the most likely reason why electrochemical doping increases the short-circuit photocurrent.

However, the beneficial effect of improved electron collection upon electrochemical doping is clearly observed if an electrolyte with a more pronounced recombination character is used. In Figure 6.8 current-voltage characteristics for DSSC test devices with the alternative electrolytes B and C are presented. DSSCs constructed with ionic-liquid electrolytes, although leading to more stable devices, are characterized by smaller lifetimes and lower photovoltages.\textsuperscript{15,33,34} For both kinds of electrolytes an improvement of the entire current-voltage curve and a reduction of the recombination rate, in line with the results reported above, is observed. The effect of the electrochemical doping can even change the shape of the EIS spectrum from a Gerischer-type impedance (characteristic of cells with small collection efficiencies: \( L_n << d \))\textsuperscript{13} to the typical shape of high-efficiency DSSCs (\( L_n >> d \))\textsuperscript{21} A similar effect has been observed recently by Liu et al.\textsuperscript{35} when a DSSC with cobalt-based electrolyte was compared to the standard \( 1/1_3 \) electrolyte. Importantly, the present results show that electrochemical doping (and concomitant proton insertion) can improve substantially the collection efficiency of DSSCs based on novel electrolytes with strong recombination character.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6_8.png}
\caption{(A) Current-voltage characteristics under 1-sun AM 1.5 solar illumination of DSSC test devices (electrolyte B) based on doped (solid blue line) and undoped (dashed red line) PI-KEM electrodes. The inset shows the electron lifetime obtained from OCVD. (B) As above, but using electrolyte C. The inset shows impedance spectra obtained at 675 mV (line and squares) and 615 mV (line and circles) in the dark. Electrochemical doping in 0.1 M HClO\textsubscript{4} aqueous solution: \( E_{dop/\alpha} = -0.6 \) V; \( \tau_{dop} = 750 \) s.}
\end{figure}
3.4. Persistence of the doping effects.

As mentioned above electrochemical doping comprises electron accumulation (accompanied by proton insertion) in PI-KEM TiO$_2$ electrodes, which persist on a time scale of hours to days. As a consequence, the modified electrodes exhibit improved photoelectrocatalytic activity and better photovoltaic properties in DSSC test devices. The reversibility of the beneficial doping effect, which has been tracked in the photocatalytic experiments by the decrease of the photocurrent, can also be observed in the photovoltaic application of the doped PI-KEM electrodes. The current-voltage characteristics of DSSC devices based on doped and undoped electrodes are represented in Figure 6.9 and Appendix (Table 6.1). The Figure 6.9 contains, furthermore, the IV-characteristics of a DSSC based on a doped electrode, which was stored prior to cell assembly for 24 h at open circuit in the aqueous electrolyte. It is observed that the beneficial effect of doping is partially lost after the prolonged storage. The main degradation is detected in the photocurrent, whereas the photovoltage tends to remain at the characteristic value of the doped electrodes. It is reasonable to think that the stored charge and the inserted protons tend to diffuse out of the nanostructured electrodes at prolonged storage times. Further investigation of this effect, using different electrolytes is currently being executed. The reversibility of the beneficial effect may put into question the relevance of electrochemical doping for the improvement of DSSC devices. However, it has to be kept in mind that Wang et al.$^4$ recently demonstrated the analogy of (visible) light-induced and (cathodic) potential-induced improvement of the DSSC performance. As in the present case, authors attributed the beneficial effect to the intercalation of surface-adsorbed protons into the TiO$_2$ lattice. These results indicate that an “in situ” doping of the TiO$_2$ electrode might occur during the operation of the DSSC, thus, eliminating the need for applying an external potential to reach the desired performance increase.

![Figure 6.9](image)

**Figure 6.9**: Current-voltage characteristics under 1-sun AM 1.5 solar illumination of DSSC test devices (electrolyte A) based on doped (solid blue line) and undoped (dotted red line) PI-KEM electrodes. The dashed-dotted black line represents the IV-characteristics of a DSSC based on a doped electrode, which was stored prior to cell assembly for 24 h at open circuit in the aqueous electrolyte. Electrochemical doping in 0.1 M HClO$_4$ aqueous solution: $E_{Ag/AgCl} = -0.6$ V; $t_{dop} = 750$ s.

We have studied the effect of a cathodic treatment in an acidic aqueous electrolyte on the performance of nanocrystalline TiO$_2$ electrodes in a photoelectrocatalytic process (water photooxidation) and in a photovoltaic application (dye-sensitized solar cell). The results demonstrate that the electrochemical doping, i.e. the persistent electron accumulation (accompanied by proton intercalation) in nanocrystalline TiO$_2$ electrodes, which depends critically of the crystalline properties of the semiconductor nanoparticles, improves the photoelectrocatalytic and photovoltaic properties. The improvement can be attributed to accelerated transport together with reduced recombination, as well as improved electron injection in DSSC. All these contributions lead thus to higher photocatalytic yields and a more efficient solar cell performance, respectively, in particular for those configurations characterized by larger recombination losses.
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Chapter 7:

The redox pair chemical environment influence on the recombination loss in Dye-Sensitized Solar Cells
1. Introduction.

Dye-sensitized solar cells (DSSC)\textsuperscript{1,2} have lately received a renewed boost of attention\textsuperscript{3} due to new efficiency records based on novel dye-electrolyte combinations\textsuperscript{4} and on the use of inorganic sensitizers.\textsuperscript{5-7} Recent advances in performance, durability and cost based on a better management of light trapping\textsuperscript{6,9} and light absorption\textsuperscript{10}, and on the use of more stable electrolytes\textsuperscript{6} have also contributed to the advancement of the field. In this context, a key factor to make substantial progress in DSSC research is the minimization of recombination losses.

Even if it is assumed that electron collection is quantitative at short-circuit conditions,\textsuperscript{11-13} recombination losses affect DSSC performance in two ways. On the one hand, for a given position of the redox couple reduction potential, they control the maximum photovoltage attainable at 1 sun at open-circuit conditions. For instance, it has been established that a 10-fold decrease in the recombination rate will produce an increase of the open-circuit photovoltage of up to 60 mV.\textsuperscript{12} On the other hand, recombination influences the fill factor of the solar cell via a non-ideality factor.\textsuperscript{14,15} Assuming that the series resistance of the device is minimized, the non-ideality factor will still limit the maximum efficiency that can be obtained. For instance, for typical values of the ideality factor of 1.5 and an open-circuit photovoltage of 700 mV, a maximum value of the fill factor of 77% is estimated.\textsuperscript{14}

Recombination losses are known to be important in novel electrolytes that offer advantages in terms of stability (room temperature ionic liquids,\textsuperscript{16,17} solid-state hole conductors\textsuperscript{18}) or with a more positive redox potential which can improve the open-circuit photovoltage.\textsuperscript{19} The recombination drawback requires engineering the oxide/sensitizer/hole-conductor interface to minimize the loss.\textsuperscript{3,4,20-22} This is commonly accomplished either by using different dyes or by passivating the semiconductor surface. However, no clear interpretation is available in the literature about the reasons why recombination is more rapid in these systems. In this scenario, two issues become relevant: (1) to quantify properly the recombination rate (separating thermodynamic and kinetic factors) and (2) to gain a deeper insight into the molecular mechanisms that control recombination.

The extent of recombination losses can be quantified via the electron lifetime\textsuperscript{23}. As described in Chapter 3, the recombination in DSSC is a highly non-linear electrochemical reaction ($\beta < 1$). Thus, the safest way to define an electron lifetime is by means of a small-perturbation lifetime.\textsuperscript{23} As indicated in Chapter 4, this magnitude can be obtained experimentally by means of Electrochemical Impedance Spectroscopy (EIS),\textsuperscript{24} Intensity Modulated Photovoltage Spectroscopy (IMVS),\textsuperscript{25} open-circuit voltage decay (OCVD)\textsuperscript{26} and small perturbation voltage decays.\textsuperscript{27}

As discussed in Chapter 3, the most accepted view of electron transfer across the oxide/electrolyte interface suggests that recombination rate is determined by Equation 3.13\textsuperscript{23,28}

$$U_n = \int_{E_{\text{redox}}}^{E_c} g(E) f(E - E_F) P(R) dE$$

(3.13)
where the term $P_0(E)$, that can formally be described by the Marcus-Gerischer model\cite{29,30} for one-electron outer sphere redox couples, is related to the reorganization energy ($\lambda$) among other factors (see Equation 3.14). Although, spectroscopic studies suggest that it is tri-iodide\cite{31} the real electron acceptor, in any case the recombination reaction necessarily implies the existence of a first step of electron transfer to a species in the electrolyte with an associated reorganization energy. As the electrochemistry of the standard iodide/tri-iodide redox couple is quite complex,\cite{32} Ondersma and Hamann\cite{33} solved the problem posed by Equation 3.13 for single-electron outer-sphere redox couples. By explicit consideration of trap distributions and reorganization energies, they obtained the theoretical behaviour of the electron lifetime with respect to voltage in an OCVD experiment. They found that this behaviour is quite different depending on the value of the reorganization energy, including the appearance of a parabolic shape of the electron lifetime when the reorganization energy is relatively small. In addition, evidence of recombination via surface states was found.

In a recent work,\cite{34} Random Walk Numerical Simulation (RWNS) with explicit consideration of electron recombination based on the Marcus-Gerischer model was applied to study recombination in DSSC on a molecular basis.\cite{30,35} By considering simultaneously transport and charge transfer mediated by a broad distribution of donor and acceptor states, it is possible to obtain the electron lifetime and the electron diffusion length for specific positions of the electron Fermi level in the semiconductor (controllable by illumination or by an externally applied potential), the redox couple potential and the reorganization energy. It was concluded that the value of $\lambda$ is especially critical to establish the voltage dependence of the electron lifetime and the electron diffusion length. Furthermore, it was observed that both recombination processes from trapped electrons and from quasi-free electrons (“recombination from conduction band”)\cite{11} is required to explain the complete phenomenology in DSSC based on standard iodide/tri-iodide redox couples. This phenomenology includes the non-linear features observed, for instance, by impedance spectroscopy\cite{14,36} and the behaviour of the lifetime and diffusion length upon modification of the electrolyte composition.\cite{37,38} In this respect, a value of $\lambda \approx 0.6$ eV was found to best describe the experiments for electrolytes containing the iodide/tri-iodide redox couple in organic solvents.

This chapter is motivated by the necessity of clarifying the role of the reorganization energy and to cast light on the reasons why certain electrolytes tend to originate larger recombination losses. The reorganization energy is a strong function of the chemical environment, as it depends on the interactions between charged species and the surroundings, composed of solvent and dye molecules. As most previous studies focused on a particular class of electrolyte, or just compared two types of electrolytes on non-optimized configurations, in this chapter we have considered that a more global perspective is required to draw general conclusions. Hence, the most widely used electrolyte combinations have been studied, all of them supported on the same semiconductor films and dyes, and using as a reference a state-of-the-art architecture. Although this chapter is focused on liquid electrolytes, most of the conclusions than can be drawn from the present study can be extended to solid-state electrolytes. Furthermore, the electron lifetime has been obtained by a variety of techniques, which helps to safely obtain its value and behaviour, as well as to conveniently separate out kinetic and thermodynamic
effects (band shifts and position of the redox potential).

Most of the results presented in this chapter have been reported in the following publication: Idígoras et al. J. Phys. Chem. C, 2014, 118 (8), pp 3878–3889.

2. Experimental section.

2.1. Fabrication of Dye-Sensitized Solar Cells.

For optimized cell efficiencies, devices were made using 13 μm thick films consisting of a layer of 9 μm of 20 nm TiO$_2$ nanoparticles (Dyesol© paste) and a layer of 4 μm of 400 nm TiO$_2$ particles (scattering layer). Prior to the deposition of the TiO$_2$ paste the conducting glass substrates (Hartford Glass Inc. with 15 Ω cm$^{-2}$ resistance) were immersed in a solution of TiCl$_4$ (40 mM) for 30 minutes at 70ºC and then dried. For some of the devices (all cobalt-based electrolytes and electrolytes E5 and E10), and to prevent recombination of electrons from the glass substrates with the oxidized species in the electrolyte a thin insulating layer (called a blocking layer) was placed between the mesoporous oxide and the substrate. This thin film was prepared by spin coating from the next dissolution: 20ml of H$_2$O MilliQ + 2.2ml of Titanium (IV) isopropoxide + 1.5ml of Acetylacetone. After deposition, the substrate was heated to 500ºC. The TiO$_2$ nanoparticle paste was deposited onto a conducting glass substrate using the screen printing technique. The TiO$_2$ electrodes were gradually heated under an airflow at 325 ºC for 5 min, 375 ºC for 5 min, 450 ºC for 15 min and 500 ºC for 15 min. The heated TiO$_2$ electrodes were immersed again in a solution of TiCl$_4$ (40 mM) at 70 ºC for 30 min and then washed with water and ethanol. Finally, the electrodes were heated again at 500 ºC for 30 min and cooled before dye adsorption. The DSSC active area was 0.16 cm$^2$.

The counter-electrode was made by spreading a 10 mM solution of H$_2$PtCl$_6$ in ethanol onto a conducting glass substrate with a small hole to allow the introduction of the liquid electrolyte using vacuum, followed by heating at 390 ºC for 15 minutes.

The electrodes were immersed at 4 ºC overnight in a solution containing ruthenium dye coded C101$^{12}$ (NaRu (4,4′-bis(5-hexylthiophen-2-yl)-2,2′-bipyridine) (4-carboxylic acid-4′-carboxylate-2,2′-bipyridine) (NCS)$_2$). This solution was composed of 0.3mM C101 and 0.3mM chenodeoxycholic acid in ethanol. For DSSC with cobalt-based electrolytes amphiphilic polypyridyl ruthenium complex: cis-RuLL'(SCN)$_2$ (L = 4,4′-dicarboxylic acid-2,2′-bipyridine, L′ = 4,4′-dinonyl-2,2′-bipyridine) (Z907) was used as dye.$^{12}$ The sensitized electrodes were washed with ethanol and dried under air. Finally, the working and counter-electrodes were sandwiched together using a thin thermoplastic (Surlyn) frame that melts at 100 ºC. The cells were filled with the electrolyte through a hole previously made in the back of a platinized counter electrode. Then, the hole was sealed with a thermoplastic polymer and a cover-sli de glass. A drop of silver conductive paint was spread at the electrode contacts to increase the conductivity.

The composition of the electrolytes studied in this chapter is shown in Table 7.1. To test the reproducibility of the results, two cells were fabricated for each composition, with no significant deviations between them.
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<table>
<thead>
<tr>
<th>Electrolyte</th>
<th>Solvent</th>
<th>Solute</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>Acetonitrile</td>
<td>0.03M I$_2$ + 0.5M LiI</td>
</tr>
<tr>
<td>E2</td>
<td>Valeronitrile</td>
<td></td>
</tr>
<tr>
<td>E3</td>
<td>Ethylene Carbonate</td>
<td>0.03M I$_2$ + 1M BMiI + 0.05M LiI + 0.5M Tbp + 0.1M GuSCN</td>
</tr>
<tr>
<td>E4</td>
<td>Acetonitrile / Valeronitrile (85:15)</td>
<td>0.03M I$_2$ + 1M BMiI</td>
</tr>
<tr>
<td>E5</td>
<td>Acetonitrile / Valeronitrile (85:15)</td>
<td>0.03M I$_2$ + 1M BMiI</td>
</tr>
<tr>
<td>E6</td>
<td>Acetonitrile / Valeronitrile (85:15)</td>
<td>0.03M I$_2$ + 1M BMiI + 0.5M Tbp</td>
</tr>
<tr>
<td>E7</td>
<td>Acetonitrile / Valeronitrile (85:15)</td>
<td>0.03M I$_2$ + 1M BMiI + 0.05M LiI</td>
</tr>
<tr>
<td>E8</td>
<td>Acetonitrile / Valeronitrile (85:15)</td>
<td>0.03M I$_2$ + 1M BMiI + 0.05M LiI</td>
</tr>
<tr>
<td>E9</td>
<td>PMII</td>
<td>0.03M I$_2$</td>
</tr>
<tr>
<td>E10</td>
<td>PMII/EMIBCN (2:3)</td>
<td></td>
</tr>
<tr>
<td>E11</td>
<td>Acetonitrile</td>
<td>0.2M Co$^{2+}$ + 0.02M Co$^{3+}$</td>
</tr>
<tr>
<td>E12</td>
<td>Acetonitrile</td>
<td>0.2M Co$^{2+}$ + 0.02M Co$^{3+}$ + 0.5M Tbp + 0.1M LiClO$_4$</td>
</tr>
</tbody>
</table>

Table 7.1: Composition of the liquid electrolytes studied in this work. (I$_2$: Iodine (99.5%, Fluka), LiI: Lithium iodide (99%, Aldrich), BMiI: 1-butyl-3-methylimidazolium iodide (99%, Aldrich), PMiI: 1-methyl-3-propylimidazolium iodide (>98%, lollitec), EMIBC: 1-ethyl-3-methylimidazolium tetracianoborate (Merck), Tbp: 4-tert-butylpyridine (96%, Aldrich), GuSCN: Guanidine thiocyanate (Aldrich), LiClO$_4$: Lithium perchlorate (Aldrich), Co$^{2+}$/Co$^{3+}$: [Co(bpy)$_3$](PF$_6$)$_2$/[Co(bpy)$_3$](PF$_6$)$_3$). Cobalt complexes where synthesized according to the procedure described in Ref$^{40}$.

2.2. Characterization of devices and determination of the electron lifetime.

The devices were characterized using a solar simulator with AM 1.5G filter (ABET). The light intensity was calibrated to the standard value of 1 sun (100 mW/cm$^2$) using a reference solar cell with temperature output (Oriel, 91150). The current-voltage characteristics were determined by applying an external potential bias to the cell and measuring the photocurrent using an Autolab/PGSTAT302N potentiostat. Open-circuit Voltage Decay measurements (OCVD)$^{26}$ were made by keeping the solar cell at open-circuit at 1-sun and registering the voltage transient after interrupting the illumination.

Electrochemical Impedance Spectroscopy (EIS), Intensity Modulated Photovoltage Spectroscopy (IMVS) and Open-circuit voltage decay was utilized to study recombination and extract electron lifetimes in the studied DSSC devices.$^{25}$ The illumination for the small perturbation (frequency response) techniques was provided by a 530 nm light emitting diode (LUXEON) over a wide range of DC light intensities. This allows for probing the devices at different positions of the Fermi level in the semiconductor. A response analyzer module (PGSTAT302N/FRA2, AutoLab) was utilized to analyze the frequency response of the devices. Most EIS measurements were performed at the open circuit potential, the Fermi level (related to the open-circuit voltage)$^{11}$ being fixed by the DC illumination intensity. By working at the open-circuit potential one avoids to correct for voltage drop due to series resistance. A 10 mV perturbation in the 10$^{-5}$-10$^{-2}$ Hz range was utilized to obtain the spectra. For some of the devices the EIS measurements were carried out at fixed illumination and the applied voltage was varied. In this case there is a voltage drop due to series resistance which was corrected for to obtain the lifetime versus the Fermi level within the semiconductor. Intensity Modulated Photovoltage Spectroscopy (IMVS) measurements were carried out by coupling the PGSTAT302N/FRA2 module to the light
emitting diode, so that an AC signal can be generated. In all cases the samples were illuminated from the dye-coated TiO$_2$ electrode side. IMVS measurements were performed at open circuit in the 10$^4$-10$^1$ Hz range with a light perturbation corresponding to 10% of the dc background illumination intensity. The NOVA 1.7 software was used to generate and treat the IMVS data. Zview equivalent circuit modeling software (Scribner) was used to fit the EIS spectra, including the distributed element DX11 (transmission line model).

3. Results.

3.1. Photovoltaic Performance.

Photovoltaic parameters for the fabricated devices can be found in Table 7.2. Best performing electrolytes are based on organic solvents. The maximum efficiency was found for electrolyte E5, where an optimized electrolyte composition is employed. This good efficiency is achieved by a proper combination of additives and solvents, which maximize open-circuit photovoltage and fill factor, without deteriorating significantly the photocurrent. For cells containing no additives (E1 to E4), the best performance was obtained for electrolyte E1 (pure acetonitrile). This is an expected result commonly attributed to the low viscosity of this solvent. Results for electrolytes E7 (with Tbp) and E8 (with LiI) illustrate the well-known band-shift effects produced by these additives. The actual extension of the band-shift was determined and accounted for by EIS, as explained below.

Solar cells made of pure room temperature ionic liquid electrolytes and no additives (E9 and E10) yielded open-circuit photovoltages larger than those of their equivalents with organic solvents (electrolytes E1-E4). However, photocurrents for these cells fall well below those obtained for their organic solvent counterparts.

<table>
<thead>
<tr>
<th></th>
<th>$J_{sc}$/mA·cm$^{-2}$</th>
<th>$V_{oc}$/mV</th>
<th>FF/%</th>
<th>Efficiency/%</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>20.5 ± 0.3</td>
<td>500 ± 4</td>
<td>51 ± 1</td>
<td>5.7 ± 0.2</td>
<td>0.29</td>
<td>0.53</td>
</tr>
<tr>
<td>E2</td>
<td>14.2 ± 1.5</td>
<td>478 ± 7</td>
<td>24 ± 1</td>
<td>1.5 ± 0.5</td>
<td>0.31</td>
<td>0.49</td>
</tr>
<tr>
<td>E3</td>
<td>14.7 ± 0.1</td>
<td>558 ± 1</td>
<td>45 ± 5</td>
<td>3.5 ± 0.6</td>
<td>0.25</td>
<td>0.65</td>
</tr>
<tr>
<td>E4</td>
<td>18.1</td>
<td>462 ± 6</td>
<td>53 ± 1</td>
<td>4.5</td>
<td>0.27</td>
<td>0.65</td>
</tr>
<tr>
<td>E5</td>
<td>18.9 ± 0.3</td>
<td>766 ± 1</td>
<td>66 ± 2</td>
<td>9.6 ± 0.1</td>
<td>0.18</td>
<td>0.79</td>
</tr>
<tr>
<td>E6</td>
<td>13.7 ± 0.4</td>
<td>731</td>
<td>68 ± 1</td>
<td>6.9 ± 0.3</td>
<td>0.27</td>
<td>0.70</td>
</tr>
<tr>
<td>E7</td>
<td>13.7 ± 0.2</td>
<td>787 ± 5</td>
<td>70 ± 1</td>
<td>7.5 ± 0.3</td>
<td>0.29</td>
<td>0.74</td>
</tr>
<tr>
<td>E8</td>
<td>17.2 ± 0.1</td>
<td>600 ± 8</td>
<td>65 ± 1</td>
<td>6.8 ± 0.1</td>
<td>0.24</td>
<td>0.63</td>
</tr>
<tr>
<td>E9</td>
<td>3.0 ± 0.2</td>
<td>657 ± 7</td>
<td>54 ± 1</td>
<td>1.1</td>
<td>0.27</td>
<td>0.63</td>
</tr>
<tr>
<td>E10</td>
<td>5.7 ± 0.4</td>
<td>657 ± 3</td>
<td>64 ± 3</td>
<td>2.4 ± 0.1</td>
<td>0.29</td>
<td>0.56</td>
</tr>
<tr>
<td>E11</td>
<td>1.8 ± 0.2</td>
<td>645 ± 1</td>
<td>58 ± 2</td>
<td>0.7</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>E12</td>
<td>11.1 ± 0.1</td>
<td>777</td>
<td>64 ± 1</td>
<td>5.6 ± 0.1</td>
<td>0.24</td>
<td>0.71</td>
</tr>
</tbody>
</table>

Table 7.2: Photovoltaic and impedance spectroscopy parameters for the devices studied in this chapter.
Results shown are based on the average of two samples for the same electrolyte.

Finally, DSSC based on the Co(II)/Co(III) redox couple (electrolytes E11 and E12) showed in general large open-circuit photovoltages, due to the more positive redox potential of the Co(II)/Co(III) system. When the proper additives are utilized, the photocurrent becomes greatly enhanced, although it remained below the values obtained
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for the optimized cells with the $I_3^-/I^-$ redox couple.

3.2. Extraction and interpretation of the electron lifetime.

Typical open-circuit voltage decays and impedance spectra at the OC photovoltage can be found in Figure 7.1 for electrolytes E5, E10 and E12. The OCVD data provide a simple and ready means of probing the recombination process, but care should be taken to avoid naïve interpretations based on how fast the voltage drops. A proper interpretation of OCVD data involves the extraction of the lifetime via Equation 3.25, which is actually related to the time derivative of the voltage decay. In this connection, the two different shapes observed in the decays, with a clear shoulder feature for cells with $I_3^-/I^-$ in organic solvents, indicate a quite different behaviour of the lifetime. The origin of this feature is discussed below.

The EIS spectra show the characteristic three semicircles typically observed in DSSC, one at high frequencies accounting for charge transfer at the platinum counter-electrode, and another one at mid frequencies arising from electronic processes at the oxide/electrolyte interface. Additionally, a third semicircle at low frequencies appears for the most viscous electrolytes. This is due to mass transport limitations in the electrolyte.16,17

Figure 7.1: Methods to study recombination in DSSC used in this chapter: (left) Open-circuit photovoltage decay and (right) Impedance spectra (Nyquist plots) obtained under illumination at the same approximate value of the electron density (i.e. $V = 691$ mV, 620 mV and 763 mV, for electrolytes E5, E10 and E12 respectively).

The EIS results can be well fitted to the diffusion-recombination model of Bisquert and co-workers described in Chapter 4.24,41 As a general observation, resistance and capacitance data for the studied cells fit quite well to Equations 1.24 and 3.11, although small departures from the exponential law are detected for $C_\mu$ at larger voltages, as discussed recently.22 Representative results for $R_{rec}$ and $C_\mu$ are presented in Figure 7.2A. The values for $\alpha$ and $\beta$ obtained from the fittings are collected in Table 7.2.
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Figure 7.2: (A) Chemical capacitance and recombination resistance data as extracted from EIS measurements for electrolytes E1 to E4. (B) Same data but plotted after applying a shift on the Fermi level, so that all samples have the same capacitance.

In Figure 7.3 a comparison of lifetimes extracted from OCVD and EIS is presented. In general, good agreement between both techniques, as well as with IMVS (see Appendix, Figure 7.1) is accomplished for the studied electrolytes. This agreement is remarkable because one technique is a simple decay measurement whereas the others are based on the small-perturbation concept. Furthermore, it must be born in mind that OCVD is a dark technique, whereas the EIS/IMVS lifetimes are obtained under illumination, which may lead to small differences in some cases. The lifetime is found to follow the exponential behaviour predicted by Equation 4.18 except at low voltages. Since lifetimes at high voltages from EIS/IMVS and OCVD exhibit the same behaviour and very similar values for all electrolytes studied, only OCVD data are reported hereafter, unless otherwise stated.

Figure 7.3: Electron lifetimes as extracted from OCVD (lines) and EIS (circles and squares) for electrolyte E5.

It is known that OCVD can be affected by charge transfer through the FTO/TiO₂ interface at low potentials. This artefact is commonly prevented by depositing a blocking layer between the FTO and the TiO₂ film. To make sure that the departure from the exponential behaviour and the appearance of a minimum for some electrolytes is not due to this artefact cells with and without blocking layers have been compared. The results are
presented in the Appendix (Figure 7.2), where it is shown that cells with blocking layer do also exhibit the same behaviour as that observed in 7.3.

The departure from the exponential behaviour and the appearance of a minimum in the lifetime-voltage curves is a consequence of a lowering of the number of available acceptor states \( P_R(E) \) in Equation 3.13 in a certain voltage range. If we assume a one-electron charge transfer from TiO\(_2\) to electron acceptors in the electrolyte, the observed behaviour can be qualitatively described by the Marcus-Gerischer formula (see Chapter 3),

\[
P_R(E) = k_r \exp \left[ -\frac{(E - E_{\text{redox}} - \lambda)^2}{4\lambda k_B T} \right]
\]

where \( \lambda \) is the reorganization energy and \( E_{\text{redox}} \) is the redox potential of the redox couple. Besides, \( k_r \) is a prefactor that depends on the concentration of oxidized species in the electrolyte, the temperature and the reorganization energy.

Equation 3.14 predicts a parabolic shape for the density of acceptor states. Hence, as shown below and discussed in Refs. 33 and 45, the minimum in the lifetime-voltage curve provides a rough estimate of the reorganization energy \( \lambda \). However, it is important to note that if the contribution of recombination from a distribution of surface states is important, the minimum is expected to depart widely from \( \lambda \), or even might not appear. In this connection RWNS calculations of the transport-recombination process, taking into account the Marcus-Gerischer formula, and including explicit recombination from surface states and nearly-free electrons, show indeed a departure from the exponential behaviour when the reorganization energy has a relatively small value.\(^{34}\) In contrast, if \( \lambda \) is very large with respect to the photovoltage (difference between Fermi levels in the oxide and in the electrolyte) a pure exponential behaviour for the lifetime, as described by Equation 4.18, can be predicted\(^{23,28}\) and confirmed by simulation.\(^{34}\) In the following, a wide variety of behaviours are found for the electrolytes studied in this chapter, which are attributed to different values of the reorganization energy.

It is important to clarify that iodide/tri-iodide is not a one-electron redox-couple. Furthermore, the nature of the electron acceptor has not been definitely assessed although there are indications that it is tri-iodide.\(^{31}\) Therefore, the direct application of the standard Marcus formalism for this redox mediator is arguable. However, the observed behaviour of the lifetime in this case strongly suggests that there is a contribution from the reorganization energy of the acting electron acceptor that depends on the chemical environment surrounding the acceptors.

To ensure an adequate comparison of the lifetimes obtained for each electrolyte, it is necessary to take into account band shifts produced by the additives and by the solvent itself.\(^{42,43,46,47}\) The driving force for electron transfer depends on the free energy difference between initial and final states but the lifetime does also depends, for a fixed driving force, on the population of donor states as considered in Equation 3.13. Hence, it is necessary to separate out this effect so that the lifetimes are compared at the same value of the total electron density stored in the semiconductor oxide. In this chapter this correction has been applied by looking at the shift of the capacitance lines detected in the EIS measurements. This shift is due to the different positions of the conduction band edge in Equation 1.24 with respect to the redox potential. By shifting the potential by an amount
such as all capacitance lines overlap (see Figure 7.2B and Appendix (Figure 7.3)), one makes sure that the lifetime is plotted versus the same position of the Fermi level with respect to the conduction band edge, which corresponds to the same value of the total electron density. More details of this procedure can be found in Refs. 46 and 48. In this regard it is important to bear in mind that the $\alpha$ parameter is roughly independent of the electrolyte composition, as observed in Table 7.2. This fact makes it possible that the capacitance lines overlap when shifted, and confirms that the distribution of donor states is exponential and an inherent property of the semiconductor oxide. It has to be mentioned that if the $\alpha$ parameter were not constant, still this correction can be implemented. In that case it would be necessary to extract the accumulated negative charge in the semiconductor for each voltage. This would make it possible to compare the lifetime at the same value of the electron density.

With the capacitance correction one also can account for the different positions of the redox potential in the electrolyte (as it happens when comparing iodide/tri-iodide and Co(II)/Co(III) redox couples, see below). Hence, in the following, the lifetimes are plotted versus the shifted values of the Fermi level. In this regard, the capacitance and band position of electrolytes E2 and E4 (which are quite similar) has been used as a common reference for the rest of the electrolytes.

### 3.3. Dye-Sensitized Solar Cells based on organic solvent electrolytes.

In Figure 7.4A and Figure 7.4B IV curves and electron lifetimes for electrolytes E1, E2, E3 and E4 are reported. DSSCs with acetonitrile and ethylene carbonate make good performing devices even in the absence of additives. Ethylene carbonate is found to produce a negative band-shift (Figure 7.2A) which leads to a decrease of the photocurrent and an increase of the photovoltage. In contrast, all cells made with nitrile solvents show a very similar value of the capacitance. The use of valeronitrile as only solvent results in cells with very low fill factors. However, the popular blend acetonitrile/valeronitrile (85:15) increases substantially the performance, approaching the values obtained for pure acetonitrile.

The lifetime-voltage curves, when corrected for band-shifts, indicate that valeronitrile is the most efficient solvent to block recombination, as the longest lifetimes (corresponding to the largest recombination resistances) are obtained for this solvent. This explains why its right mixture with acetonitrile, a less viscous solvent, makes it possible to maximize efficiency. Ethylene carbonate, in spite of the negative band-shift and larger $V_{oc}$ that induces in the cell, produces an acceleration of the recombination rate, i.e., a shortening of the lifetime.

Cells based on electrolytes E1 to E4 exhibit non-exponential behaviour and occurrence of a minimum in the lifetime-voltage curve. According to the analysis described above, this finding suggests that the $I_3^-/I^-$ redox couple behaves as an electrochemical system characterized by a relatively small reorganization energy. A more detailed discussion of the effect of the reorganization energy is provided below.
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Figure 7.4: (A) Current-voltage curves under 1-sun AM1.5 illumination and (B) electron lifetimes extracted from OCVD for electrolytes E1, E2, E3 and E4. Fermi level values in the x-axis have been shifted as explained in Section 3.2.

In Figure 7.5A and Figure 7.5B IV curves and electron lifetimes for electrolytes E5, E6, E7 and E8 are reported. As mentioned above, E5 electrolyte corresponds to a state-of-the art composition which leads to an efficiency of 9.5% under AM1.5 illumination (1sun). In the Appendix (Figure 7.3) EIS parameters for the electrolytes E5, E6, E7 and E8 are shown. Lifetimes for the same electrolytes, as extracted from the three techniques (OCVD, EIS and IMVS) can also be found in the Appendix (Figure 7.1).

Tbp and LiI are found to produce well-known effects in photovoltage and photocurrent. These are a consequence of negative and positive band-shifts in the semiconductor oxide band edge, produced by Tbp and LiI, respectively. The ionic liquid BMII also produces a negative shift, which suggests that imidazolium cations can adsorb selectively into the TiO2 surface, in analogy to Tbp.
As the effect of most of the studied additives is to produce a band displacement, no changes in the reorganization energy are expected. This conclusion is confirmed in the corrected lifetime-voltage plots (Figure 7.5B), where the minima appear at approximately the same position. However, electrolyte E7, where the effects of Tbp and BMII are mixed together, exhibits a flat behaviour at low voltages, although a slight minimum can be detected at the same position as the rest of the electrolytes. The corrected lifetimes show that the E5 composition is especially effective in blocking recombination, with the longest lifetimes observed at $V_{oc}$. This result highlights the decisive role of additives such as GuSCN in the performance of DSSC.


In Figure 7.6A and Figure 7.6B IV curves and electron lifetimes for DSSC based on room temperature ionic-liquid electrolytes (electrolytes E9 and E10) are presented. Recombination resistances and capacitances for the same electrolytes can be found in the Appendix (Figure 7.3). In cell E9 a simple electrolyte made of a pure imidazolium iodide (PMII) plus iodine is studied. In cell E10 PMII is diluted by adding a less viscous ionic-liquid (EMIBCN).

DSSC based on pure ionic-liquid electrolytes show photovoltages that lie close to those obtained for the best cells made of organic solvent electrolytes. This effect can be interpreted as a favourable band position due to the interaction of imidazolium cations and the oxide surface, as discussed above. However, the photocurrents are relatively small. This is due to a mass transport limitation that also affects the kinetics of the dye regeneration process, as indicated by several authors previously.\textsuperscript{16,17,50} In line with this interpretation, the addition of a less viscous ionic liquid leads to a straight increment in the photocurrent, without a substantial modification of the photovoltage.
A remarkable feature of solvent-free DSSC is that the lifetime-voltage plots do not show any minimum. This observation strongly suggests that the I\textsubscript{3}/I\textsubscript{−} redox couple has a large reorganization energy in an ionic liquid media. Previous studies for room temperature ionic liquids\textsuperscript{51} have shown that the Marcus picture of charge-transfer reaction holds also for an ionic liquid and that the reorganization energy is similar to that of aqueous electrolytes. In this respect, preliminary results with the I\textsubscript{3}/I\textsubscript{−} redox couple and water as solvent do show the same behaviour of the lifetime (exponential, with no minimum), as corresponds to a polar solvent.

3.5. Dye-Sensitized Solar Cells based on the Co(II)/Co(III) redox pair.

In Figure 7.7A and Figure 7.7B IV curves and electron lifetimes for electrolytes E1, E11 and E12 are presented. Recombination resistances and capacitances for the same electrolytes can be found in the Appendix (Figure 7.3).

The Co(II)/Co(III) couple has a more positive redox potential than the I\textsubscript{3}/I\textsubscript{−} couple as can be observed in the capacitance data (Appendix, Figure 7.3), where a positive shift of around 0.35 eV can be detected, in line with previous reports.\textsuperscript{40} As a consequence, DSSC made with the Co(II)/Co(III) redox couple exhibit larger open-circuit photovoltages at 1-sun illumination. The more positive redox potential causes also a decrease in the photocurrent, which can be attributed to the lower driving force for dye regeneration.\textsuperscript{52}

Once corrected for the different \(E_c-E_{\text{redox}}\) alignment in the Co(II)/Co(III) and I\textsubscript{3}/I\textsubscript{−} systems, the lifetime-voltage plots reveal, as explained, purely kinetics effects in the recombination reaction. Co(II)/Co(III) data do not show the minimum in the lifetime, which is an indication of the large reorganization energy acting in the redox system. As a matter of fact, a reorganization energy of 1.41 eV\textsuperscript{33} has been estimated from electron transfer theory for redox mediators based on cobalt-complexes. Feldt et al.\textsuperscript{53} also estimated a reorganization energy of 1.05 eV for cobalt-complexes by fitting to the Marcus
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Equation dark current density data versus redox potential. These are larger values than the 1 sun photovoltage (≈0.7-0.8 eV), and hence a pure exponential behaviour is expected. In contrast, the I$_3$-/I$^-$ redox couple acts with a much lower reorganization energy.

The quite different values of the reorganization energy have an important side effect, as shown in the lifetimes in Figure 7.7B. Once corrected for the redox potential shifts, the cobalt-based electrolyte exhibits a more rapid recombination than that of the iodide/tri-iodide. For instance, this is clearly seen when electrolytes E1 and E11 are compared. Lifetimes for the E11 electrolyte lie more than one order of magnitude below those of the E1 electrolyte. When additives such as Tbp and LiClO$_4$ are present in the electrolyte, the recombination rate is clearly reduced (longer lifetime), but still is larger than for I$_3$-/I$^-$ (in the vicinity of open-circuit). This feature of the cobalt-based electrolytes is a well-known drawback which has to be dealt with by engineering the molecular structure of the dye. In this chapter it is shown that this rapid recombination dynamics is related to the large value of the reorganization energy. A more detailed discussion is presented in the next section.

4. Discussion.

The results presented in the previous section show a rich phenomenology as regards electron recombination. As a general rule, once thermodynamic effects are separated out (i.e. band shifts in the oxide and different positions of the redox potential in the electrolyte), a correlation between larger reorganization energy and more rapid recombination is found.

In a previous work$^{34}$ a theoretical investigation of the recombination across the oxide/electrolyte interface was conducted. This work considered explicitly the distribution of intra-band electron traps, electron transport via a transport level (multiple-trapping model) and recombination with electron acceptors in the electrolyte governed by Marcus-Gerischer kinetics. A random walk numerical simulation technique (RWNS) was used to implement all these mechanisms simultaneously, so that both the electron lifetime and the electron diffusion length can be obtained. It was observed that two types of processes should be considered to explain the non-linear features of the recombination reaction (evidenced by a $\beta$-factor smaller than unity): (1) direct recombination from trap states and (2) recombination of quasi-free electrons from states close to the transport level. A schematic representation of these two processes and the role played by the donor states and the effect of the reorganization energies is presented in Figure 7.8.

As shown in our previous theoretical work, focused on DSSC with iodide/tri-iodide redox couple in organic solvent, a reorganization energy of the order of 0.6 eV was found to reproduce well the behaviour of the electron lifetime. More importantly, the model was able to predict the transition towards a linear regime when the band is displaced. The linear regime is characterized by a $\beta$ close to unity and a constant diffusion length with respect to applied voltage. This was interpreted as an enhancement of process (2) in Figure 7.8 with respect to process (1). As the transport level is moved towards the redox potential of the electrolyte, the density of acceptor states, governed by a reorganization energy of the order of the open-circuit photovoltage, facilitates recombination of quasi-free electrons. The experimental data obtained for electrolytes E1 to E8 seem to confirm
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Figure 7.8: Illustration of the effect of reorganization energy and chemical environment on the recombination kinetics across the oxide/electrolyte interface. Left: redox mediator in weak-interacting chemical environment. Right: redox mediator in a strong-interacting chemical environment. In the figure (1) represents direct recombination from trap states and (2) recombination of quasi-free electrons from states close to the transport level.

On the contrary, electrolytes based on polar solvents, or those based on cobalt complexes, exhibit a much larger value of the reorganization energy. As mentioned above, the reorganization energy of cobalt complexes has been estimated to be of the order of 1.0-1.4 eV.\textsuperscript{33,53} The reorganization energy for electron transfer from the oxide is expected to be large for room temperature ionic liquids.\textsuperscript{51} As a consequence, a much wider distribution of acceptor states is expected for these systems. This has two important effects. First, no minimum in the lifetime-voltage plot is observed. As demonstrated by Bisquert and coworkers\textsuperscript{23} and confirmed by random walk numerical simulation\textsuperscript{34}, Equation 3.13 reduces to a simple exponential law when $\lambda >> E_F - E_{\text{redox}}$. Second, the larger availability of acceptor states multiplies the number of recombination routes for photogenerated electrons, hence reducing the lifetime and increasing the recombination losses at a given value of the electron density. It has to be noted that, in contrast to the interpretation given in Ref. 33, the recombination in the case of large reorganization energies takes place both from trap states and by quasi-free electrons, not only from the "conduction band". This is important to be stressed because a recombination reaction occurring strictly via the conduction band would not originate non-linear features (i.e. $\beta < 1$). All electrolytes studied in this chapter show non-linear features (Table 7.2). Only if the band is artificially moved towards very positive potentials a linear regime is reproduced.\textsuperscript{34,38} The same effect can be produced by changing the position of the redox potential of the electrolyte and
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keeping the band fixed, as recently observed by Feldt and coworkers. The decisive role played by the reorganization energy on the behaviour and magnitude of the electron lifetime evidences the importance of the chemical environment surrounding the electrochemical actives species in the electrolyte. The reorganization energy is commonly expressed as a sum of inner-sphere and outer-sphere contributions

\[ \lambda = \lambda_{\text{inner}} + \lambda_{\text{out}} \]

The inner-sphere contribution arises from the interaction of ions with ligands covalently bonded to the central ions. The outer-sphere contribution corresponds to the interaction of the ion with solvent molecules. \( \lambda_{\text{inner}} \) can be very large for systems composed of coordinated complexes. This is the case of cobalt bipyridyl redox couples. On the other hand, \( \lambda_{\text{out}} \) depends on the dielectric constant of the semiconductor and the solvent, as well as on the effective distance to the electrode. Polar solvents like water or room temperature ionic liquids are expected to have large values of the reorganization energy with respect to electron transfer from the semiconductor due to strong interaction between ions and solvent molecules. In any other case, a strong interaction between redox mediators and their surrounding molecules appears to lead to a wider dispersion of acceptor states. As recombination also takes place from a wide dispersion of donor states, the consequence is an overall enhancement of the recombination rate, i.e., the decrease of the lifetime.

Some electrolytes studied recently offered promising advantages in terms of stability (ionic liquids, solid-state hole conductors) or in terms of more positive redox potential, which makes it possible to reach larger values of the open-circuit photovoltage (electrolytes based on cobalt complexes). However, these novel electrolytes are also characterized by a less favourable chemical environment, which increases the recombination rate, in spite of the positive thermodynamic effect associated to a fairly positive redox potential or a more negative band edge position. This appears to be the case for cobalt-based electrolytes. The energy dispersion in acceptor states is also expected to be crucial for solid-state conductors, where recombination losses are also known to be important. In line with the interpretation presented here, this is a consequence of a large value of the reorganization energy, which increases the number of recombination routes. We believe that this feature has been overlooked so far in the literature.

According with this interpretation, further progress in electrolyte design should focus on the use of redox mediators with low reorganization energies, especially if the redox potential is very positive (which is desirable for large \( V_{oc} \)). This has in fact been theoretically predicted by Oundersma and Hamann. In the present work, we show that this effect is decisively related with the trap distribution in the semiconductor (from which recombination is possible) and with the distribution of acceptor states in the electrolyte. Hence, the use of redox mediators that do not interact strongly with their environments, either because the solvent is non-polar or because they are not chemically bonded to ligands, seems to be more adequate to minimize recombination losses. It has to be mentioned, however, that recombination is not the only factor that determines the performance of the solar cells. The use of different electrolytes might result in lower injection or regeneration rates or in transport limitations. Nevertheless, electrolytes
characterized by shorter lifetimes do generally lead to longer diffusion lengths and better collection efficiencies, as the electrolyte composition is found not to influence electron transport significantly. In summary, the minimization of recombination via modification of the chemical composition of the electrolyte or hole-conductor proves to be an important ingredient in the optimization of DSSC.

5. Conclusions.

In this chapter a comprehensive study of the main factors determining the electron lifetime in DSSC has been performed. This study has been conducted by characterizing a wide variety of liquid electrolytes, including “standard” systems based on the iodide/tri-iodide redox couple and different organic solvents, solvent-free electrolytes made of room temperature ionic liquids and electrolytes with cobalt-based redox mediators. The lifetime for electron recombination has been determined as a function of Fermi level position by Impedance Spectroscopy, Intensity Modulated Photovoltage Spectroscopy and Open-Circuit Voltage Decay, finding good correspondence between data from all techniques. Two types of behaviours have been observed: one characterized by a small value of the reorganization energy, which leads to a minimum in the lifetime-voltage curve, and other characterized by a large value of the reorganization energy, which produces a pure exponential behaviour in the voltage range of interest. Once thermodynamic effects (i.e. band shifts due to additives and solvent molecules, and different positions of the redox potential) are separated out, the results show that systems with large reorganization energies tend to have large recombination losses. This finding shows that the chemical environment of the redox mediator can have a negative effect on the kinetics of recombination if there is a wider overlap in energies between donor and acceptor states, which favours extra routes for electron recombination.
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Chapter 8:

Control of recombination rate by changing the polarity of electrolyte in Dye-Sensitized Solar Cells
1. Introduction.

As mentioned in previous chapters, an energy conversion efficiency of 13% has been reported thanks to the combination of a porphyrin dye and a cobalt complexes as the redox couple using acetonitrile as solvent electrolyte. However, losses by leakage and evaporations, which endanger long-life devices, have been associated to the use of volatile solvents. Due to concerns about the long-term stability of DSSCs, there has been a great interest in finding a substitute for volatile electrolytes based on organic solvents.

During the last decade, Room Temperature Ionic Liquids (RTIL) have been investigated as alternative solvent in DSSCs due to their appealing properties for DSSC applications, that is, wide electrochemical windows, thermal stability, extremely low volatility or negligible vapour pressure, high ionic conductivity and ability to dissolve organic and inorganic compounds. However, the viscosity of typical RTILs is about 100 times higher than the viscosity of acetonitrile, a fact that has been used to explain the lower performance of RTIL-based DSSC. In addition, high recombination rates have systematically been reported for these electrolytes. In spite of that, conversion efficiencies of around 9% have been reported for ionic liquid-based DSSC. Indeed, the recent 300 m² solar façade of the Swiss Tech Convention Centre (Lausanne, Switzerland), which can be considered the first real architectural integration of this technology, is based on RTIL-based DSSC, demonstrating their potential in Building Integrated Photovoltaics (BIPV) applications.

The origin of the high recombination rate and a systematic study of the fundamental impact of the chemical nature of the electrolyte on the electron transfer reaction in DSSC are still lacking. In this respect, the Chapter 7 pointed to the importance of ligand (inner) and solvent (outer) interactions and the polarity of the solvent in the recombination rate. As mentioned and discussed in the previous chapter, it is known that when \( \lambda \gg E_F - E_{\text{redox}} \), Equation 3.13 leads to an exponential dependence of the lifetime with respect to voltage. It is the case of polar solvents such as RTILs, whose reorganization energy is larger, due to strong polar interaction between ions and solvent molecules. However, a relatively low value of the reorganization energy leads to a departure from the exponential law, and the appearance of a minimum due to the depletion of acceptor states as the Fermi level is raised.

On the other hand, in the search for new RTILs, it has to be taken into account that their physical and chemical properties depend on the interactions between the cations (imidazolium, pyridinium, alkylammonium or pyrrolidinium) and the anions (dycianamide, thiocyanate or tetracyanoborate, among others). Imidazolium have been the most used component of solvent-free electrolytes in DSSCs. However, several investigations revealed significant influence of the RTIL composition upon processes relevant to the overall dynamic of DSSC, such as electron injection yield, electron lifetimes and the rate of regeneration of the oxidized dye. Additionally, the nature of the RTIL can also affect the electron diffusion coefficient in the photoanodes due to the electrical coupling with counter-ion charges in the electrolyte.

The aim of this chapter is two-fold. On the one hand (1), we pursue to cast some light on the mechanism of electron recombination in DSSC taking into account the polar nature of
the RTILs, which can be tuned by mixing with an organic solvent such as acetonitrile. In this respect, this work intends to gain a deeper insight into the findings of the previous chapter, where exponential and non-exponential lifetimes were found to depend on the composition of the electrolyte. On the other hand, we have investigated the capability of hybrid electrolytes composed of mixtures of RTILs with a low-viscosity and low-polarity solvent as acetonitrile to achieve good performing cells with non-volatile solvents and small mass-transport limitations. It has already been shown by Yu and coworkers that “incompletely solvated ionic liquid mixtures” are very stable under light soaking conditions.

In this line, two different dyes (hydrophilic N719 and hydrophobic Z907) and two RTILs with two different cations (imidazolium and pyrrolidinium) have been used as components in the polar/apolar mixed DSSC electrolytes (Figure 8.1). The influence of the RTIL/acetonitrile mixing ratio on photovoltaic performance and the recombination kinetics has been investigated by voltammetry, Electrochemical Impedance Spectroscopy (EIS), Intensity-Modulated Photovoltage and Photocurrent Spectroscopies (IMVS/IMPS) and Open-Circuit Voltage Decays (OCVD).

Most of the results presented in this chapter have been reported in the following publication: Idígoras et al. Physical Chemistry Chemical Physics, 2014, 16, 21513-21523.

2. Experimental section.


For optimized cell efficiencies, devices were made using 12 μm thick films consisting of a layer of 8 μm of 20 nm TiO₂ nanoparticles (Dyesol® paste) and a layer of 4 μm of 400 nm TiO₂ particles (scattering layer). Prior to the deposition of the TiO₂ paste the conducting glass substrates (Hartford Glass inc. with 15 Ω cm⁻² resistance) were immersed in a solution of TiCl₄ (40 mM) for 30 minutes at 70°C and then dried. For some of the devices (control cells), and to prevent recombination of electrons from the glass substrates with
the oxidized species in the electrolyte a thin insulating layer (called a \textit{blocking layer}) was placed between the mesoporous oxide and the substrate. This thin film was prepared by spin coating from the following solution: 20ml of H$_2$O MilliQ + 2.2ml of Titanium (IV) isopropoxide + 1.5ml of Acetylacetone. After deposition, the substrate was heated to 500°C. The TiO$_2$ nanoparticle paste was deposited onto a conducting glass substrate using the screen printing technique. The DSSC active area was 0.16 cm$^2$. The TiO$_2$ electrodes were gradually heated under airflow at 325 °C for 5 min, 375 °C for 5 min, 450 °C for 15 min and 500 °C for 15 min. The heated TiO$_2$ electrodes were immersed again in a solution of TiCl$_4$ (40 mM) at 70 °C for 30 min and then washed with water and ethanol. Finally, the electrodes were heated again at 500 °C for 30 min and cooled before dye adsorption.

The counter-electrode was made by spreading a \textit{Platisol solution} (Solaronix) onto a conducting glass substrate with a small hole to allow the introduction of the liquid electrolyte using vacuum, followed by heating at 390 °C for 15 minutes.

The electrodes were immersed overnight in a solution containing ruthenium dyes coded N719 (\textit{cis-diisothiocyanato-bis(2,2’-bipyridyl-4,4’-dicarboxylato} ruthenium(II) \textit{bis (tetrabutylammonium)} and Z907 (\textit{cis-diisothiocyanato-(2,2’-bipyridyl-4,4’-dicarboxylic acid)-(2,2’-bipyridyl-4,4’-dinonyl} ruthenium(II)). These solutions were composed of 0.3mM dye and 0.3mM chenodeoxycholic acid in ethanol. The sensitized electrodes were washed with ethanol and dried in air. Finally, the working- and counter-electrodes were sandwiched together using a thin thermoplastic frame (Surlyn, Solaronix) that melts at 100 °C. The cells were filled with the electrolyte through a hole previously made in the back of a platinized counter-electrode. Then, the hole was sealed with a thermoplastic polymer and a cover-slide glass.

The composition of the electrolytes studied in this chapter is shown in \textbf{Table 8.1}. Only the solvent composition is varied, and both redox pair and additives are kept the same for all studied devices.

<table>
<thead>
<tr>
<th>Electrolyte</th>
<th>Solvent (v/v, %)</th>
<th>Solutes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acn</td>
<td>100% Acetonitrile</td>
<td>0.1M I$_2$ + 1M LiI + 0.5M TBP + 0.1M GuSCN</td>
</tr>
<tr>
<td>Imid$<em>{25}$/Pyr$</em>{25}$</td>
<td>75% Acn + 25% RTIL</td>
<td>BMII + 0.05M</td>
</tr>
<tr>
<td>Imid$<em>{50}$/Pyr$</em>{50}$</td>
<td>50% Acn + 50% RTIL</td>
<td>LiI + 0.5M TBP + 0.1M GuSCN</td>
</tr>
<tr>
<td>Imid$<em>{75}$/Pyr$</em>{75}$</td>
<td>25% Acn + 75% RTIL</td>
<td></td>
</tr>
<tr>
<td>Imid/Pyr</td>
<td>100% RTIL</td>
<td></td>
</tr>
</tbody>
</table>

\textbf{Table 8.1}: Composition of the electrolytes studied in this work. (I$_2$: Iodine (99.5%, Fluka), LiI: Lithium iodide (99%, Aldrich), BMII: 1-butyl-3-methylimidazolium iodide (99%, Aldrich), TBP: 4-tert-butylpiridine (96%, Aldrich), GuSCN: Guanidine thiocyanate (99%, Aldrich), Acn: Acetonitrile (99.9%, Panreac), Imid: 1-Ethyl-3-Methylimidazolium bis(trifluoromethanesulfonylelimide (99.9%, Solvionic), Pyr: 1-Butyl-1-Methylpyrrolidinium bis(trifluoromethanesulfonylelimide (99.9%, Solvionic).

\section*{2.2. Characterization of devices}

The devices were characterized using a solar simulator with AM 1.5G filter (\textit{ABET}). The light intensity was calibrated to the standard value of 1 sun (100 mW/cm$^2$) using a reference solar cell with temperature output (\textit{Oriel}, 91150). The current-voltage characteristics were determined by applying an external potential bias to the cell and
measuring the photocurrent using an *Autolab/PGSTAT302N* potentiostat. Open-circuit Voltage Decay (OCVD) measurements were made by keeping the solar cell at open-circuit at 1-sun and recording the voltage decay after interrupting the illumination.

Electrochemical Impedance Spectroscopy (EIS), Intensity Modulated Photovoltage Spectroscopy (IMVS), Intensity Modulated Photocurrent Spectroscopy (IMPS) and Open-Circuit Voltage Decay (OCVD) were utilized to study electron transport, recombination, chemical capacitance and to extract electron lifetimes. The illumination for the small perturbation (frequency response) techniques was provided by a 530 nm light emitting diode (*LUXEON*). A response analyzer module (*PGSTAT302N/FRA2*, Autolab) was utilized to analyze the frequency response of the devices. EIS measurements were carried out under a varying bias potential and a fixed illumination (related to the open-circuit voltage) provided by the light emitting diode. The bias potential was corrected for voltage drop due to series resistance. A 10 mV perturbation in the $10^5$-$10^2$ Hz range was utilized to obtain the spectra. IMVS and IMPS measurements were carried out by coupling the PGSTAT302N/FRA2 module to the light emitting diode. This makes it possible to probe the devices at different positions of the Fermi level in the semiconductor. In all cases the samples were illuminated from the dye-coated TiO$_2$ electrode side. EIS measurements were performed at open-circuit in the $10^4$-$10^{-1}$ Hz range and IMPS measurements at short-circuit in the $10^4$ to $10^3$ Hz range with a light perturbation corresponding to 10% of the dc background illumination intensity. The NOVA 1.7 software was used to generate and treat the IMVS data. Zview equivalent circuit modelling software (*Scribner*) was used to fit the EIS spectra, including the distributed element DX11 (transmission line model). To obtain the Fermi Level shift between open-circuit and short-circuit condition, short-circuit voltage ($V_{sc}$) measurements were performed. For this purpose, the solar cell was first illuminated under short-circuit conditions at various light intensities. The diode was then turned off and the cell was switched to open circuit simultaneously. The voltage evolution was finally monitored by the potentiostat.

For "blank" cells containing just the different electrolytes sandwiched between two platinized FTOs, cyclic voltammograms (CV) were recorded at a scan rate of 20 mV·s$^{-1}$. These measurements were utilized to obtain limited currents.

### 3. Results.

#### 3.1. Photovoltaic performance.

Figure 8.2 shows current-voltage characteristics of cells employing the N719 as sensitizer for the studied electrolytes. To test the reproducibility of the results, four cells were fabricated for each composition, and no significant deviations were found between them. The photovoltaic parameters (short-circuit current density ($J_{sc}$), open-circuit voltage ($V_{oc}$), fill factor and power conversion efficiency ($\eta$)) for each configuration are given in Table 8.2.
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Figure 8.2: Current-voltage curves under 1-sun AM1.5 for different RTIL/Acn mixing ratios. Results for both ionic liquids studied are shown: (A) Imid and (B) Pyr.

Table 8.2: Photovoltaic parameters measured under simulated AM 1.5 sun illumination of the best DSSC for each electrolyte composition and employing the N719 dye.

<table>
<thead>
<tr>
<th>Electrolyte</th>
<th>(J_{sc}) (mA·cm(^{-2}))</th>
<th>(V_{oc}) (mV)</th>
<th>Fill Factor</th>
<th>Efficiency ((\eta))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acn</td>
<td>12.1</td>
<td>745</td>
<td>74</td>
<td>6.6</td>
</tr>
<tr>
<td>Imid25</td>
<td>11.5</td>
<td>728</td>
<td>74</td>
<td>6.0</td>
</tr>
<tr>
<td>Imid50</td>
<td>10.6</td>
<td>712</td>
<td>73</td>
<td>5.6</td>
</tr>
<tr>
<td>Imid75</td>
<td>9.7</td>
<td>690</td>
<td>69</td>
<td>4.7</td>
</tr>
<tr>
<td>Imid</td>
<td>6.8</td>
<td>650</td>
<td>60</td>
<td>2.8</td>
</tr>
<tr>
<td>Pyr25</td>
<td>11.8</td>
<td>735</td>
<td>73</td>
<td>6.2</td>
</tr>
<tr>
<td>Pyr50</td>
<td>11.0</td>
<td>727</td>
<td>72</td>
<td>5.8</td>
</tr>
<tr>
<td>Pyr75</td>
<td>10.2</td>
<td>702</td>
<td>68</td>
<td>4.9</td>
</tr>
<tr>
<td>Pyr</td>
<td>5.3</td>
<td>655</td>
<td>57</td>
<td>2.0</td>
</tr>
</tbody>
</table>

The maximum efficiency (6.6%) was found for the pure acetonitrile-based electrolyte. This good efficiency is achieved by a proper combination of additives, which maximize open-circuit photovoltage (745 mV), fill factor (74%) and photocurrent (12.1 mA·cm\(^{-2}\)). The electrolyte composition used is very similar to the best-performing electrolyte employed in the Chapter 7. To compensate the high viscosity of the ionic liquids a higher concentration of iodine (0.1M) was used, however the increment of the concentration of I\(^{-}\) can lead to a lower performance of the cell. It must be born in mind that iodine absorbs light, which produces a diminution of the photocurrent.\(^{24}\) In addition, an increase in the iodine concentration can accelerate the recombination since more tri-iodide ions are available for accepting electrons. Nevertheless, efficiencies of 2.8% and 2.0% were obtained for pure Imid and Pyr, respectively. Importantly, efficiencies around 5% are obtained for the mixtures where the RTILs are the majority component (25% Acn + 75% RTIL). This efficiency is comparable to that reported by Yu et al.\(^{15}\) for a similar composition. The relative high viscosity of Imid and Pyr (35.55cP and 85.33cP at 298K, respectively), which are about several orders of magnitude higher than the viscosity of acetonitrile (0.34cP at 298K),\(^{25}\) appears to limit their efficiency due to severe mass-transport limitations\(^{24,26}\) related to their ionic diffusion coefficients. This has been confirmed by measuring cyclic voltammograms in blank cells (Figure 8.3). Consequently, the efficiency of regeneration of the oxidized dye by the reduced form of the redox couple
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is limited. These limitations, which are primarily reflected in the $J_{sc}$ and in the fill factor, are reduced as more acetonitrile is added to the RTIL. Therefore, the photovoltaic parameters are improved. However, it is noteworthy that adding just a 25% in volume of acetonitrile doubles the short-circuit photocurrent and the efficiency. This effect is more pronounced for Pyr-based electrolytes than for Imid-based electrolyte (Appendix, Figure 8.1). Specifically, the addition of acetonitrile (25% in volume) into Imid and Pyr produces an increase in the $J_{sc}$ of 42% and 92% respectively. In order to be sure that the observed effect does not depend on the used dye, another ruthenium sensitizer, Z907, was employed, which yielded similar results to those obtained with the N719 dye (Appendix, Figure 8.2).

Figure 8.3: Cyclic voltammetry of Pt@FTO/ Pt@FTO (blank cells) for all RTIL/Acn mixing ratios.

It is very important to point out that the benefit of using Pyr versus Imid has nothing to do with a lower transport limitation, as the limiting currents of Pyr/Acn and Imid/Acn electrolytes with the same mixing ratio are very similar (Figure 8.3), in spite of Pyr being even slightly more viscous. Furthermore, the overall improvement in performance as more acetonitrile is added is not only observed in short-circuit photocurrents and fill factors, but also in the open-circuit voltage, when no current is running through the device. This observation indicates that the origin of the lower performance of RTIL electrolytes is not due to transport limitations only. This issue is further investigated in the following sections.

3.2. Electrochemical impedance spectroscopy.

EIS Nyquist plots at the open-circuit photovoltage are presented in Figure 8.4 for all Pyr-based electrolytes in N719-DSSC. The spectra show the characteristic three semicircles typically observed in DSSC.2,19 The high-frequency one is related to charge transfer at the platinum counter-electrode, the one at mid frequencies arises from electronic processes at the oxide/electrolyte interface and the semicircle appearing at low frequencies reflects the diffusion of redox species in the electrolyte. This semicircle only
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appears in the most viscous electrolytes (high RTIL/Acn mixing ratio) due to the mass-transport limitation in the electrolyte.

Figure 8.4: EIS Nyquist plots for all Pyr-based electrolytes and acetonitrile in N719-cells at the different ratio RTIL/Acn: (A) Acn, (B) Pyr25, (C) Pry50, (D) Pyr75 and (E) Pyr. All these spectra have been measured under illumination and at the open-circuit photovoltage of each cell at 1 sun.

The EIS results have been well fitted to the diffusion-recombination model of Bisquert and coworkers\textsuperscript{19,20} (see Section 2.4.1 in Chapter 4 for details of the equivalent circuit featuring these parameters). However, it has to be noted that it was not possible to fit to diffusion-recombination equivalent circuit for cells with pure RTIL, possibly due to the short electron diffusion length, as discussed below. Furthermore, this equivalent circuit was not found suitable at low potentials either (< 0.55 V). As it is in this regime where direct electron transfer between the FTO substrate and the electrolyte becomes significant,\textsuperscript{20,21} this problem was attributed to the lack of additional circuit elements, as indicated in Ref. 30. However, as said, the diffusion-recombination model works well at moderate and high potentials, which is the region of interest for cell operation. The region of low potentials is better explored with the OCVD technique, although with limitations, as explained below.

In the Appendix (Figure 8.3), the chemical capacitances extracted from EIS analysis at different potentials are shown. The EIS results show that the capacitance is not altered by the RTIL/Acn mixing ratio, which indicates that, probably as a consequence of using the same additives in all electrolytes, no significant shifts of the conduction band are occurring. Therefore, taking into account Equation 4.17 the electron lifetime is mainly
determined by the electron recombination resistance at the TiO$_2$/electrolyte interface. In **Figure 8.5**, electron recombination resistances and electron lifetimes using both RTILs are shown for all the RTIL/Acn mixing ratios considered in this chapter.

![Figure 8.5](image1.png)

**Figure 8.5:** (A) Electron recombination resistance and (B) electron lifetime data are extracted from EIS measurement in N719-cells.

**Figures 8.5** show a systematic increase of the recombination resistance and electron lifetime when the RTIL/Acn mixing ratio is reduced, which explains the improvement of the photovoltage with respect to pure RTIL. Consequently, cells with pure acetonitrile in the electrolyte show the highest $V_{oc}$. Furthermore, it is important to stress that the results obtained point to a more intense blocking of electron recombination with tri-iodide ions by pyrrolidinium cations than by imidazolium ones. Similar results were obtained in Z907-cells (Appendix, Figure 8.4). In conclusion, the cells with Pyr-based electrolytes show better performance than with Imid-based electrolytes in spite of being a slightly more viscous ionic liquid. However, solar cells containing Pyr show, systematically, lower fill factors. This difference can be related to its viscosity and/or a higher charge transfer resistance at the counter-electrode for cells with Pyr-based electrolytes. As can be observed in **Figure 8.6**, the semicircle at high frequencies, related to charge transfer at the platinum counter-electrode, features a higher resistance for Pyr than for Imid-based electrolytes.

![Figure 8.6](image2.png)

**Figure 8.6:** EIS Nyquist plots at 0.665mV for cells with Imid and Pyr-based electrolytes in N719-cells of the same RTIL/Acn mixing ratio (25%).
3.3. Open-Circuit Voltage Decays.

The OCVD data provide a simple and ready means of probing the recombination process. A proper interpretation of OCVD data involves the extraction of the lifetime via Equation 4.3, which is actually related to the time derivative of the voltage decay.\(^{18,27}\)

In Figure 8.7 OCVD lifetimes for different mixing ratios and different dyes (N719 and Z907) are shown. Two main observations can be derived from the results in Figure 8.7. First, as discussed below, the addition of acetonitrile reduces the recombination rate, leading to longer lifetimes, similar to results obtained by EIS. Second, all solar cells with acetonitrile in a major or minor proportion exhibit non-exponential behaviour in the lifetime-voltage curve. However, solar cells with pure RTILs yield exponential lifetimes (straight lines in the semilogarithmic plot). A transition from exponential to non-exponential behaviour in OCVD data takes place as more acetonitrile is added. This observation suggests that a modification of recombination mechanism, probably produced by the change in polarity of electrolyte.

To make sure that the departure from the exponential behaviour and the appearance of a minimum for some electrolytes is not due to charge transfer through the FTO/TiO\(_2\) interface, like in Chapter 7, cells with and without blocking layers were compared. The results are presented in the Appendix (Figure 8.5), where it is shown that cells with and without blocking layer, although with slightly smaller lifetimes for the latter, especially in the region of low potentials, exhibit the same features described above (similar to Figure 7.2 in Appendix).

![Figure 8.7](image)

*Figure 8.7: Electron lifetimes as extracted from OCVD for various Imid/Acn mixing ratios in (A) N719-cells and (B) Z907-cells.*

3.4. Stability test.

It is known that the addition of a non-volatile component into acetonitrile is appealing in terms of stability. In Figure 8.8, the evolution of key photovoltaic parameters during 9 hours under the irradiance of AM 1.5G is shown. After light soaking, the photocurrent and power conversion efficiency of the solar cell increases; this behaviour is related to the improved penetration of the ionic liquid electrolyte through the mesoporous film.
electrode due to an increase of temperature. After this period, a stabilization of the performance is observed.

![Graphs showing photovoltaic parameters over time](image)

**Figure 8.8:** Temporal evolution of photovoltaic parameters under irradiance of AM 1.5 for N719-cells using Acn, Pyr and Pry75 as solvent electrolyte.

However, under light soaking for 1000h, a deterioration of 80% and 50% in efficiency have been reported in DSSC containing electrolytes based on pure acetonitrile and mixed solvents (Acn/RTIL, 2:1 v/v), respectively. Therefore, the combination of both components (organic solvent and RTIL) as solvent electrolyte can be interesting for working devices in terms of long stability and low recombination.

### 3.5. Random Walk Numerical Simulation (RWNS).

The model employed in Ref. 17 has been used to obtain normalized lifetimes for different values of the reorganization energy. The Random Walk Numerical Simulations (RWNS) were performed at room temperature using a simulation box 20 x 20 x 20 nm$^3$ and an exponential distribution of trap energies (Equation 1.20) with $\alpha = 0.43$ and a total density of traps of $N_t = 10^{21}$ cm$^3$. A multiple-trapping mechanism of transport was assumed for electrons and a probability of electron recombination described by Equation 3.14 was considered. Here, it was used $E_{\text{redox}} - E_c = 0.95$ eV, where $E_c$ is the position of the TiO$_2$ conduction band. On the basis of Ref. 17, two mechanisms of electron recombination were considered: (1) direct recombination for electrons immobilized in traps and (2) recombination for electrons that get detrapped and mobile and can recombine from...
shallow traps. The relative weight of these two mechanisms is crucial to reproduce the change of behaviour observed in the lifetime. For instance, if process (1) is too slow with respect to (2), the increase in the reorganization energy is not accompanied by a reduction of the lifetime, as observed in the experiments. In accordance to this, a ratio of $k_r(1)/k_r(2) = 10^4$ has been considered between the prefactor $k_r$ in Equation 3.14 for both types of recombination processes. The calculations were arranged to simulate an open-circuit voltage experiment. Hence, 300 electrons were placed at random at $t = 0$, and then they are allowed to move between traps and recombine. The total population of electrons is then found to decrease with time. From Equation 3.25 a lifetime can be extracted. Further numerical details can be found in Ref. 17.

Results for the lifetime-voltage plots for various values of the reorganization energy are presented in Figure 8.9. The simulation predicts a change of regime from an exponential trend at large values of reorganization energy to a weaker dependence with respect to voltage at low reorganization energies. Note that in contrast to the simple model of Ref. 18, the simulation does not predict a minimum at $E_F = \lambda$. The fact that recombination takes place simultaneously from an ensemble of surface states implies that there is not a clearly defined minimum when $E_F = \lambda$. What is clearly seen is that, the increase of the reorganization energy is accompanied by a shortening of the lifetime. For instance, changing $\lambda$ from 0.4 to 0.6 eV reduces the lifetime by more than one order of magnitude, which is quite similar to the changes observed in the experiment. Hence, the numerical model reproduces qualitatively the experimental behaviour of the lifetime when the polarity of the solvent is changed.
4. Discussion.

As showed in Chapter 7, an exponential behaviour is expected for large reorganization energies. In contrast, a relatively small value of $\lambda$ implies, from Equation 3.14, that the probability of electron recombination is reduced if the starting energy $E$ of electrons is larger than $E_{\text{redox}} + \lambda$ (inverted regime), so that a curvature in the lifetime-voltage plot appears. The observed behaviour of the lifetime strongly suggests that the reorganization energy is large for pure and high concentrations of RTILs, whereas for acetonitrile the reorganization energy is smaller. However, as mentioned in the previous chapter, the iodide/tri-iodide system is not a one-electron redox couple and the use of the Marcus model to describe electron transfer from TiO$_2$ is not straightforward. Nevertheless, it has been demonstrated that the dye regeneration process takes place by one-electron transfer. The real electron acceptor has not been clearly identified, although spectroscopic studies suggest that it is tri-iodide. In any case, the recombination reaction necessarily implies the existence of a first step of electron transfer to a species in the electrolyte. This should involve reorganization energy, associated to the interaction with solvent molecules of this species, whatever it is. A quite different polarity of the surrounding medium will critically determine the value of this reorganization term. Furthermore, it is well-known that $\lambda$ is larger for polar solvents than for non-polar ones. The observed behaviour of the electron lifetime is then consistent with this interpretation. Recent reports have shown that the dielectric constant of the RTILs studied in this chapter do not have, contrary to what is commonly believed, very high dielectric constants. This would indicate that polarity by itself is not the cause of the effect observed in the present study. However, not only the dielectric constant affects the reorganization energy (outer sphere or solvent component) but also the direct chemical interaction between ligands or solvent molecules with the electrochemically active species. In this regard, the ionic nature of the RTILs makes them strongly solvating agents which explains the huge impact on the lifetime-voltage behaviour.

Apart from the different shape in the lifetime-voltage plot, as already pointed out, the increase in the polarity of the solvent is accompanied by an enhancement of the recombination loss. Similar to Chapter 7, larger values of $\lambda$ accelerates electron recombination. Assuming that the probability of recombination is determined by the Marcus model, i.e., Equation 3.14, a more rapid recombination is explained by the larger availability of acceptor states at higher energies, provided that electrons recombine from high energies as well. The fact that electron recombination takes places from the conduction band, has been considered to explain the behaviour of electron lifetimes and diffusion lengths with respect to illumination and addition of Li$^+$ ions to the electrolyte. However, a recombination mechanism exclusively via the conduction band does not explain the non-linear features of the recombination rate, i.e., a $\beta$ coefficient smaller than one as observed in the present experiments. To explain the non-linear features, it is necessary to used the model proposed in previous works. According to this model, the recombination can take place via: (1) direct electron transfer from localized states in the band gap, and (2) from quasi-free electrons, that get transferred to the electrolyte from high energy levels (Figure 8.10). Thus, a larger value of the reorganization energy leads to an enhancement of process (2) added to process (1), hence explaining the change of shape in the lifetime-voltage plot and the shortening of the lifetime.
Figure 8.10: Illustration of the effect of reorganization energy and chemical environment on the recombination kinetics across the oxide/electrolyte interface. Left: redox mediator in weak-interacting chemical environment. Right: redox mediator in a strong-interacting chemical environment. In the figure (1) represents direct recombination from trap states and (2) recombination of quasi-free electrons from states close to the transport level.

It has to be mentioned that a different interpretation for the observed trends can be envisioned. As established above, electron recombination is likely to occur with tri-iodide electrons. However, this species is at equilibrium with iodine:

\[ I_3^- \leftrightarrow I_2 + I^- \]

The presence of a non-polar solvent will displace this equilibrium to \((I_2 + I)\), hence reducing the effective concentration of tri-iodide and then the recombination rate. However, a displacement of the equilibrium will modify the redox potential of the couple. In fact, a positive redox potential shift has been reported for water with respect to methoxypropionitrile.\(^{35}\) A displacement of the redox potential would produce a shift in the measured chemical capacitances. However, as already discussed, no shift is observed in the capacitance as the RTIL/Acn mixing ratio is varied (Appendix, Figure 8.3). Therefore, the change of both the shape and the absolute value of the lifetime-voltage plots are due to purely kinetic effects rather than to thermodynamic contributions.

To ascertain the origin of the better short-circuit photocurrent for Pyr-based electrolytes, electron diffusion lengths were estimated, providing information about charge collection.\(^{23,36,37}\) For small perturbation of the Fermi level, a small-perturbation diffusion length \((L_n)\) was defined and determined by combining IMVS and IMPS data. Values of \(L_n \approx 30-35 \, \mu m\) and \(40-50 \, \mu m\) for Imid75 and Pyr75 respectively (Appendix, Figure 8.6) were determined. The difference between these values is a consequence of the
more effective blocking of recombination for Pyr, evidenced by the higher electron recombination resistance and electron lifetime. In contrast, the electron transport is similar in both cases. The diffusion coefficients increase exponentially with Fermi level, as usually observed in DSSCs in accordance to the multiple-trapping or hopping models in the range between $10^{-5}$ and $10^{-3}$ cm$^2$/s, characteristic of nanocrystalline TiO$_2$. However, the values of $L_n \approx 3d$ and $4d$ for Imid75 and Pry75 respectively (where $d$ is the thickness of film) suggest that the collection efficiency cannot be considered as exactly 100% at short-circuit conditions. Hence, the larger value of $L_n$ for Pry-based electrolytes points to a higher collection efficiency and therefore to a higher photocurrent at short-circuit.

As with the two RTILs, a different behaviour for the two ruthenium dyes N719 and Z907 used to fabricate the solar cells were found. When the I$_1$/I$_3$ redox couple is present in the electrolyte lower performances are reported in Z907-cells respect to N719 as a consequence of higher recombination losses (Appendix, Figure 8.7). The electron lifetimes in N719-cell show a more pronounced departure from the exponential behaviour with the appearance of a minimum, whereas in Z907-cells the curves are flatter. According to the interpretation discussed above, higher reorganization energies are expected for Z907-cells, which could explain the higher recombination losses. (It has to be mentioned that in Z907-cells with cobalt complex as redox couple, these faster recombination kinetics is compensated by the standard redox potential, which is 210mV more positive in the case of [Co(bpy)$_3$]$^{3+/2+}$ than of I$_1$/I$_3$). A possible explanation for the different reorganization energies for both dyes is the presence of two hydrocarbon chains in the Z907 sensitizer. These bulky and apolar groups can modify the local chemical environment of the electron acceptors in the vicinity of the TiO$_2$ surface by pushing away acetonitrile molecules, hence increasing the reorganization energy.

5. Conclusions

In this chapter a comprehensive study of the photovoltaic performance of acetonitrile/room-temperature-ionic-liquid (RTIL) mixtures in Dye-sensitized solar cells has been carried out. In particular, a comparison of the two ionic liquids that differ by the nature of the cations that enter their composition (Imidazolium- and Pyrrolidinium-based) and two ruthenium dyes (N719 and Z907) have been developed. The electron recombination resistance, chemical capacitance and electron lifetime have been determined as a function of Fermi level position by Impedance Spectroscopy and Open-Circuit Voltage Decay.

The electron lifetime shows two types of behaviour: one exhibiting a minimum in the lifetime-voltage plot (acetonitrile), and the other characterized by a pure exponential behaviour (RTIL). A progressive transition between both kinds of shape in the lifetime-voltage plot is observed as the acetonitrile/RTIL mixing ratio is modified. According to previous experimental and theoretical reports, as well as exploratory Random Walk Numerical Simulations carried out here, this behaviour of the electron lifetime can be explained by an increase in the value of the reorganization energy for electron recombination as we move from a less polar environment (acetonitrile) to a more polar...
one. Assuming this interpretation, systems with large reorganization energies have higher recombination losses, as it is the case in electrolytes based on ionic liquids. These observations can be related to the existence of two electron recombination routes, one produced from deep traps and the other mediated by shallow traps, in such a way that a large reorganization energy allows for a larger contribution of this second route, hence reducing the lifetime.

Interestingly, the change of behaviour in the lifetime-voltage plot for pure ionic liquids is produced by solvation with only a minor fraction of acetonitrile. Hence, ionic liquids solvated with relatively small amounts of organic solvents are not only an interesting electrolyte formulation in DSSC due to a diminution of the mass-transport limitation, but also due to the decrease of the electron recombination rate (as a result of the reduction of reorganization energy). Furthermore, according to the results here presented, it is found that the reorganization energy is not only determined by polarity of the solvents, but also by the dye used.

Finally, it is important to point out that the nature of the cation of the RTIL is also critical when it comes to reduce the electron recombination. In this respect pyrrolidinium cations show a much better performance than the more commonly used imidazolium. As a consequence of the blocking of recombination, not only an increase in $V_{oc}$ is observed, but also an enhancement of $J_{sc}$ (consequence of a not too long diffusion length). This finding may open opportunities for the application of pyrrolidinium-based RTIL, largely used in batteries, in the DSSC field.
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Chapter 9:

The global analysis of Dye-Sensitized Solar Cells: Influence of electrical nature of the metal-oxide
1. Introduction.

The development of new types of dyes, electrolytes and alternative semiconductors for DSSC is a subject that it is still widely investigated. Furthermore, the advent of new technologies like perovskite solar cells makes it very interesting to gain fundamental knowledge of the capability of metal oxides to act an efficient photoanodes in solar cells in general. In this chapter a fundamental study of the influence of the electrolyte composition in contact with two semiconductors has been carried out taking into account all processes that control charge separation at the semiconductor surface.

One of the commonly used approaches to optimize the efficiency of DSSC is to use certain additives in the electrolyte that shift the electrochemical potential of the conduction band of TiO$_2$ nanoparticles. These potential-determining additives can improve open circuit voltage ($V_{oc}$) of the cell at the expense of a slight decrease of the short circuit current density ($J_{sc}$) or with the opposite effect.$^1$ Despite known effects on the global parameters, detailed studies on the microscopic action of these additives at the interfaces in DSSC still brings new findings.$^2$ On the other hand, photoanodes prepared with ZnO have been studied as an alternative to TiO$_2$, being the second most used semiconductor. Although in many aspects the properties of ZnO are advantageous with respect to those of TiO$_2$ (better transport properties in the bulk and easy fabrication of different nanostructures), the best efficiencies of ZnO-based cells are far behind those of TiO$_2$-based cells.$^3,4$

All these issues will be studied in this chapter. Bearing in mind the importance on DSSC functioning of semiconductor/electrolyte, the aim of this chapter is to compare the effect of different electrolyte additives on the properties of DSSCs with TiO$_2$ and ZnO as photoanodes using the standard ruthenium dye N719 (cis-diisothiocyanato-bis(2,2'-bipyridyl-4,4'-dicarboxylato) ruthenium(II) bis (tetrabutylammonium). In contrast to many previous reports, time-resolved spectroscopy techniques and electrochemical measurements have been combined. Therefore, the kinetics of injection and dye regeneration on the short-time scale and information on the oxide/electrolyte interface like, the chemical capacitance or the electron lifetime, has been obtained. Time-resolved spectroscopic studies in real, functioning solar cells, has been performed making it possible to correlate the data with cell performance. Time-resolved laser spectroscopy has been widely applied to study the primary steps in charge separation in DSSCs, especially for those based on Ru compounds.$^5$–$^8$ Recent reports point out the importance of the measurements of complete devices rather than isolated systems to obtain the relevant information relevant for cells under working conditions.$^9$–$^{15}$

The obtained results for conventional DSSCs are very important for one hot topic related to the semiconductor/dye/electrolyte interface: the recently proposed coordinated shifts of interfacial energy levels of the semiconductor as well as those of the dye in DSSC in the presence of typical additives.$^{16}$ This issue drastically changes the typical understanding of the working principles of this kind of solar cells, and our findings bring a novel and deeper look into the fundamental processes behind the operation of the DSSC. In addition, based on the novel insights a molecular interpretation of the reasons why ZnO solar cells perform poorly compared to TiO$_2$ cells is proposed.
2. Experimental Section.

2.1. Fabrication of Dye-Sensitized Solar cells.

Solar cell devices were fabricated using films consisting of a layer of 20 nm TiO$_2$ nanoparticles (Dyesol® paste) or 40 - 100 nm ZnO nanoparticles prepared by a forced hydrolysis method (Appendix, Figure 9.1). Prior to the deposition of the different films, the substrates (Pilkington - TEC 15) were carefully cleaned in an ultrasonic bath using detergents, deionized water, isopropanol and ethanol successively, and secondly, heated to 500ºC. Films were deposited onto the conducting glass substrates with the screen printing method. The active area of the films was 0.16 cm$^2$ with a thickness of 5µm and 3.5 µm for TiO$_2$ and ZnO electrodes, respectively. The films were gradually heated under airflow until 500 ºC for TiO$_2$ electrodes and 450 ºC for ZnO electrodes. Only for TiO$_2$ electrodes, after cleaning the substrates and sintering the films, an immersion step in a solution of TiCl$_4$ (40 mM) at 70 ºC for 30 min was carried out. Finally, TiO$_2$ electrodes were heated again at 500 ºC for 30 min and cooled before dye adsorption.

The counter-electrode (Pilkington - TEC 8) was prepared by spreading Platisol (Solaronix) onto the conducting glass substrate followed by heating at 390 ºC for 15 minutes. A small hole was perforated in the counter electrode to allow for the introduction of the liquid electrolyte into the cell.

TiO$_2$ electrodes were immersed overnight in a solution containing the ruthenium dye coded N719, whereas ZnO electrodes were only immersed for 1 hour. This solution was composed of 0.3 mM N719 and 0.3 mM chenodeoxycholic acid in ethanol. The sensitized electrodes were washed with ethanol and dried in air. Finally, the working and counter-electrodes were sandwiched together using a thin thermoplastic frame (Surlyn, Solaronix). The cells were filled with the electrolyte through the hole previously perforated in the platinized counter-electrode, which was sealed with the thermoplastic polymer and a cover-glass slide.

The composition of the electrolytes studied in this chapter is shown in Table 9.1. Only Acetonitrile (99.9%, Panreac) as solvent is kept in all studied devices, whereas redox pair and additives are varied.

<table>
<thead>
<tr>
<th>Series (Redox Pair)</th>
<th>Electrolyte</th>
<th>Additives</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Series 1: I$_2$/LiI</strong></td>
<td>Reference</td>
<td>0.03M I$_2$ + 0.5M LiI</td>
</tr>
<tr>
<td></td>
<td>Pyr</td>
<td>0.03M I$_2$ + 0.5M LiI + 0.5M Pyr</td>
</tr>
<tr>
<td></td>
<td>Tbp</td>
<td>0.03M I$_2$ + 0.5M LiI + 0.5M Tbp</td>
</tr>
<tr>
<td></td>
<td>TP</td>
<td>0.03M I$_2$ + 0.5M LiI + 0.5M Tbp + 0.5M Pyr</td>
</tr>
<tr>
<td><strong>Series 2: I$_2$/BMII</strong></td>
<td>Reference</td>
<td>0.03M I$_2$ + 1M BMII</td>
</tr>
<tr>
<td></td>
<td>Li</td>
<td>0.03M I$_2$ + 1M BMII + 0.05M LiI</td>
</tr>
<tr>
<td></td>
<td>Tbp</td>
<td>0.03M I$_2$ + 1M BMII + 0.5M Tbp</td>
</tr>
<tr>
<td><strong>Series 3: I$_2$/DMPII</strong></td>
<td>Reference</td>
<td>0.03M I$_2$ + 1M DMPII</td>
</tr>
<tr>
<td></td>
<td>Li(x1)</td>
<td>0.03M I$_2$ + 1M DMPII + 0.05M LiI</td>
</tr>
</tbody>
</table>
2.2. Characterization of solar devices.

The devices were characterized using a solar simulator equipped with an AM1.5G filter (ABET). The light intensity was calibrated to the standard value of 1 sun (100 mW/cm$^2$) using a reference solar cell with temperature output (Oriel, 91150). The current-voltage characteristics were determined by applying an external potential bias to the cell and measuring the photocurrent using an Autolab/PGSTAT302N potentiostat.

Electrochemical impedance spectroscopy (EIS) was utilized to study the chemical capacitance in order to monitor the modification of the band edge of the conduction band in the presence of different additives in the electrolyte. The illumination for this small perturbation (frequency response) technique was provided by a 530 nm light emitting diode (LUXEON) over a wide range of DC light intensities. This allows for probing the devices at different positions of the Fermi level in the semiconductor. A response analyzer module (PGSTAT302N/FRA2, AutoLab) was utilized to analyze the frequency response of the devices. To avoid voltage drop due to series resistance, EIS measurements were performed at the open circuit potential, the Fermi level (related to the open-circuit voltage) being fixed by the DC illumination intensity. A 10 mV perturbation in the 10$^{-5}$ to 10$^{-2}$ Hz range was utilized to obtain the spectra. Zview equivalent circuit modelling software (Scribner) was used to fit the EIS spectra, including the distributed element DX11 (transmission line model).

The nanosecond flash photolysis setup is based on a Q-switched Nd:YAG laser (excitation wavelength 532 nm) and a 150 W xenon arc lamp (probing light source). The time-resolved emission measurements in the picosecond time window were performed using a time-correlated single photon counting technique (TCSPC). TCSPC measurements were carried out at the magic angle with the excitation wavelength of 425 nm. The same setup was used to measure steady-state emission spectra. The steady-state UV-visible absorption spectra were measured with a UV-VIS-550 (Jasco) spectrophotometer.

For ultrafast transient absorption experiments a commercial femtosecond broadband transient absorption spectrometer (Helios, Ultrafast Systems) was used in a single-beam configuration, with an all reflective white light continuum generator and depolarizer in the pump beam to avoid influence of rotational dynamics. The femtosecond pulses were provided by a Spectra Physics setup consisting of a MaiTai SP oscillator, a Spitfire Ace amplifier (pumped by an Empower laser) and a Topas Prime wavelength converter (optical parametric amplifier). The pump pulses were set at 535 nm. Typical IRF (pump-probe cross correlation function) was 250-300 fs. In most experiments, the pump pulse energy was 500 nJ, corresponding to an energy density of about 1 mJ/cm$^2$. In some

<table>
<thead>
<tr>
<th>Series 3: I$_2$/DMPII</th>
<th>Li(x2)</th>
<th>0.03M I$_2$ + 1M DMPII + 0.10M LiI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Li(x3)</td>
<td>0.03M I$_2$ + 1M DMPII + 0.15M LiI</td>
</tr>
<tr>
<td></td>
<td>Tbp</td>
<td>0.03M I$_2$ + 1M DMPII + 0.5M Tbp</td>
</tr>
</tbody>
</table>

Table 9.1: Composition of the electrolytes studied in this work. I$_2$: Iodine (99.5%,Fluka), LiI: Lithium iodide (99%,Aldrich), Tbp: 4-tert-butylpiridine (96%,Aldrich), Pyr: 1-Buthyl-1-Methylpyrrolidinium bis[trifluoromethanesulfonyl]imide (99.9%, Solvionic), BMII: 1-butyl-3-methylimidazolium iodide (99%,Aldrich), DMPII: 1,2-Dimethyl-3-propylimidazolium iodide (>98%, Iolitec).
experiments 160 nJ and 1.8 μJ pulses were also used. The probe light continuum was generated in a sapphire or YAG-type crystal. All spectra analysed were corrected for chirp of white light continuum. The transient absorption measurements were performed in the spectral ranges of 450-800 nm (VIS) and 800-1400 nm (NIR) and in the time range of up to 3 ns. The global analysis of the transient absorption data was performed using Surface Explorer software (Ultrafast Systems), which fits a multi-exponential function (convoluted with IRF) to the kinetic vectors of a selected number of singular values and reproduces the spectra of the amplitudes associated with the time components. As a result of the analysis the characteristic time constants were obtained as well as the wavelength-dependent amplitudes associated with them (also called decay associated difference spectra).

3. Results and Discussion.

3.1. Current-voltage characteristics of solar cells and electrochemical impedance studies.

Figure 9.1 shows the current-voltage characteristics under 1-sun AM1.5G illumination of the best TiO₂ and ZnO solar cells employing N719 as sensitizer and with an electrolyte based on the I₂/DMPII redox pair and different potential-determining additives. Higher photocurrents and photovoltages were found in TiO₂ cells (6.30 mA/cm² and 720 mV) with respect to ZnO cells (3.35 mA/cm² and 650 mV) when the Reference electrolyte composition was used. For TiO₂ cells, Li⁺ and Tbp were found to produce the well-known effects in photovoltage and photocurrent, which is commonly explained by positive and negative band-shifts in the semiconductor metal oxide band edge. In contrast, no significant changes were found between the different electrolytes in ZnO cells. Similar behaviour was found in Series 2 (Appendix, Figure 9.2 left).

![Figure 9.1: Current-voltage curves under 1-sun AM1.5G illumination for DSSC based on TiO₂ and ZnO electrodes with different electrolytes.](image)

To analyze the shifts in the semiconductor band edges, the chemical capacitance \( C_\alpha \) was determined by EIS. In Figure 9.2, the chemical capacitance extracted from EIS
analysis at different potentials is shown for Series 3. The EIS results show that the capacitance is not altered in ZnO cells in the presence of different potential-determining additives. Similar results have been recorded for Series 2 (Appendix, Figure 9.2 right). Thus, it is possible to infer from these results that no significant shifts of the photoanode electronic levels are taking place for ZnO solar cells, in striking contrast to TiO₂.

Figure 9.2: Chemical capacitance data as extracted from EIS measurement for TiO₂-cells and ZnO-cells using different potential-determining additives as Li and Tbp.

As mentioned in Chapter 3, for TiO₂ it is known that conduction band edge \((E_{CB})\) shifts towards lower energy under the presence of Li⁺ in the electrolyte due to surface adsorption and the formation of negative dipoles, whereas \(E_{CB}\) shifts towards higher energy upon the addition of Tbp in the electrolyte.\(^{20-22}\) In the latter case, in response to the electron-rich nitrogen in Tbp, a positive dipole appears. In general, it can be stated that Lewis acids (like metal cations) tend to shift the band towards positive potentials, whereas Lewis bases (like electron-rich nitrogen compounds) produce the opposite effect. In this context, we can expect that the dielectric constant of the oxide plays a determining role. Thus, due to its lower dielectric constant, the formation of surface dipoles across the ZnO surface is more difficult and, probably, this could explain why the capacitance and \(E_{CB}\) in ZnO cells are less sensitive to the presence of these additives.

Finally, it is important to mark the difference of the \(\alpha\) parameter (0.48 for TiO₂ and 0.055 for ZnO), related to the energy of the exponential distribution of localized states in the oxide (see Equation 1.20). This is a very typical result in ZnO-based solar cells that points to a relatively higher density of deep traps states and doping level in the ZnO electrodes.\(^{23,24}\) In this respect, it is pertinent to mention here that ZnO nanostructured material obtained via wet chemical methods tend to be highly doped.\(^{23,25,26}\) The relatively high carrier concentration may also contribute to the small voltage dependence of the capacitance and its small shift in the presence of additives.
3.2. Steady-state absorption and emission studies.

Figure 9.3 in the Appendix presents the steady-state spectra of the TiO$_2$ and ZnO nanoparticle films sensitized with N719 (after correction for the background due to scattering and absorption of the metal oxide), which were used for the preparation of all solar cells. The differences in the N719 absorbance at the maximum (0.65 for TiO$_2$ and 0.35 for ZnO) are mainly related to the measured different thickness of the metal oxide films (5 μm for TiO$_2$ and 3.5 μm for ZnO), and the lower surface area for the ZnO films related to the larger particle size as compared to TiO$_2$. Knowing the steady-state spectra it is possible to calculate the number of absorbed photons under AM 1.5G illumination ($N_{ph}$), which are $6 \times 10^{16}$ s$^{-1}$cm$^{-2}$ for TiO$_2$ cells and $3.5 \times 10^{16}$ s$^{-1}$cm$^{-2}$ for ZnO cells. Therefore, these values are used for the calculation of the relative photocurrent of each cell ($J_{sc}/N_{ph}$), which has to be used to compare the charge separation quantum yields of the cells with different light absorption. The $J_{sc}/N_{ph}$ values, together with $V_{oc}$ and $J_{sc}$ of all solar cells studied in this chapter are presented in Appendix (Table 9.1). In general, larger $J_{sc}/N_{ph}$ ratios are found for TiO$_2$ cells, which points to a better charge separation in this semiconductor/dye system in comparison to ZnO. This is consistent with previous reports.

Figure 9.3 in the Appendix also presents emission spectra of the triplet state for Series 1 of electrolytes. Within each series of metal oxide and electrolyte, the phosphorescence maxima are similar for different electrolytes. For all TiO$_2$ cells the maxima are at 700 ± 10 nm, while for ZnO cells they are red shifted: at 760 ± 10 nm for Series 1 and Series 3 of electrolytes and at 720 ± 10 nm for Series 2 of electrolytes. This indicates that the energy gap between $T_1$ and $S_0$ states is constant within ± 0.02-0.03 eV for different additives in each series of electrolytes.

3.3. Flash photolysis studies.

A representative probe wavelength (700 nm) was selected to monitor the dynamics of dye regeneration as a function of electrolyte additives (LiI and Tbp) for TiO$_2$ and ZnO cells. The kinetics at 700 nm for cells of the Series 2 is shown in Figure 9.3 with the corresponding rate constants of the decays. There is a clear dependence on the observed rate constants on the electrolyte additives: regeneration is the fastest for samples with LiI, while it is the slowest when Tbp is used. This result clearly supports a recently proposed shift of HOMO levels of the ruthenium dyes in the presence of different additives. When LiI is added, the HOMO level of N719 shifts towards more positive potential (lower energy), increasing the driving force ($\Delta G_{reg}$) for dye regeneration. The opposite situation (with respect to the reference cells) occurs upon addition of Tbp, which causes the shift of HOMO level towards more negative potentials and the reduction of energy gap $\Delta G_{reg}$. Since the concentration of the redox couple is the same for Li, Reference and Tbp electrolytes, the regeneration rate should not change between electrolytes if there is no shift in relative position between redox and HOMO potentials.

Moreover, the regeneration is slower for ZnO samples than that for corresponding TiO$_2$ cells (about 2 times for Reference and Tbp cells and about 4 times for Li cells). A recently report observed similar differences for the solar cells sensitized with the indoline dye D149. The present results obtained for a completely different dye suggests that the
differences between regeneration rates on both metal oxides depend mainly on the nature oxide. Furthermore, the electrolyte effect in the case of ZnO is much smaller than in TiO$_2$; for instance the rate constant remains almost the same when Li$^+$ ions are added to the electrolyte in the case of ZnO cells, whereas for TiO$_2$ cells, the regeneration rate constant is double. This insensitivity of the regeneration kinetics upon variation of electrolyte compositions is likely connected to the small shift of band edges in the case of ZnO mentioned above.

![Figure 9.3: Kinetics at 700 nm obtained in flash photolysis experiments for the cells of Series 2. The green solid lines represent one-exponential fits.](image)

As described in Chapter 4, the decay of the radical cation absorption band observed in flash photolysis experiments can be due to dye regeneration and/or electron recombination (back electron transfer from the semiconductor to the dye). Recently, a precise procedure to obtain the electron recombination rate in functioning solar cells with electrolytes was proposed. In this chapter, its determination is beyond the scope of the work, but it is important to check that the rates presented above are not influenced by electron recombination processes. To do so, control experiments were developed with pump pulse fluences of different energy (5.2 mJ/cm$^2$, 1.3 mJ/cm$^2$ and 0.25 mJ/cm$^2$) (Appendix, Figure 9.4). Unlike dye regeneration, electron recombination dynamics depend on the concentration of electrons in the oxide film, being faster for higher pump pulse fluence. Therefore, if recombination contributes to the measured decay of the N719 radical cation, some increase in the decay rates with pump fluence should be observed. Figure 9.4 of the Appendix shows the results obtained for TiO$_2$/S2/Tbp cell. It is observed that for higher pump fluence (5.2 mJ/cm$^2$) the decay becomes faster, which indicates that electron recombination starts to compete with dye regeneration. However, for lower energy densities (1.3 mJ/cm$^2$ and 0.25 mJ/cm$^2$) the time constants are the same. This means that the pump fluence used in flash photolysis (1.3 mJ/cm$^2$) is safe enough to observe only the regeneration process, at least for TiO$_2$ cells. For ZnO cells were unable to measure the kinetics for lower pump fluence due to too weak signal intensities.
3.4. Emission decays studies.

Emission decays were measured in the maximum of phosphorescence spectrum and upon excitation at 425 nm for all series of cells in ps-ns time scale. Figure 9.4 shows representative emission decay traces for TiO$_2$, ZnO and Al$_2$O$_3$ cells.

![Emission decay traces](image)

**Figure 9.4:** Representative emission decay traces for the indicated cells. The black solid lines represent the best fit with the parameters.

The fitted parameters and averaged decay rate constants ($k_{AVG}$) (see Equation 4.23) are presented in Figure 9.5 and Appendix (Table 9.2). The obtained lifetimes of the triplet state are generally long, in the nanosecond range. However, the fastest part of the decay could not be resolved in these studies because the scattered light partially influenced the measured phosphorescence decays, therefore first 50 ps after maximum was excluded from the fit.

![Electron injection rate constants](image)

**Figure 9.5:** Electron injection rate constants obtained from time-resolved emission experiments (phosphorescence) as a function of $V_{oc}$ of the cells.
For TiO₂ and ZnO cells the observed phosphorescence decays are due to electron injection and internal radiative and non-radiative decay of the N719 triplet state, while for Al₂O₃ cells electron injection is not possible due to high energy of the conduction band edge.³¹–³³ Thus, the additional measurements for the reference Al₂O₃ system enable the determination of the electron injection quantum yield from the following equation

\[ \eta_{ei}(\text{sample}) = \frac{k_{AVG}(\text{sample}) - k_{AVG}(\text{Al₂O₃})}{k_{AVG}(\text{sample})} \]  

(4.24)

where sample is either TiO₂ or ZnO. For these calculations an average rate constant of 4.15·10⁻⁵ps⁻¹ was assumed for alumina cells based on the similar values obtained for Al₂O₃/S3/Tbp and Al₂O₃/S3/Li(x1) samples (Appendix Table 9.2). The electron injection quantum yields are collected in Table 9.2, together with the relative photocurrents of the cells (JSC/Nph).

A few important observations should be pointed out based on the emission studies. As can be seen from Figure 9.5, the phosphorescence decay rates for titania samples correlate in an approximately exponential way with respect to the Voc of the cells. These decays can almost be directly related to electron injection rates since quantum yields of this process are very high (Table 9.2). A similar dependence of electron injection rate on Voc has been reported for Ru-based DSSC.⁹

<table>
<thead>
<tr>
<th>Electrolytes</th>
<th>TiO₂ JSC/Nph (10⁻¹⁹C)</th>
<th>ηei</th>
<th>ZnO JSC/Nph (10⁻¹⁹C)</th>
<th>ηei</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Series 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I₂/LiI</td>
<td>Ref</td>
<td>1.60</td>
<td>0.99</td>
<td>1.30</td>
</tr>
<tr>
<td></td>
<td>Pyr</td>
<td>1.55</td>
<td>0.99</td>
<td>1.35</td>
</tr>
<tr>
<td></td>
<td>Tbp</td>
<td>1.55</td>
<td>0.90</td>
<td>1.42</td>
</tr>
<tr>
<td></td>
<td>TP</td>
<td>1.50</td>
<td>0.90</td>
<td>1.51</td>
</tr>
<tr>
<td><strong>Series 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I₂/BMI</td>
<td>Ref</td>
<td>2.30</td>
<td>0.95</td>
<td>1.85</td>
</tr>
<tr>
<td></td>
<td>Li</td>
<td>2.45</td>
<td>0.99</td>
<td>1.83</td>
</tr>
<tr>
<td></td>
<td>Tbp</td>
<td>2.20</td>
<td>0.81</td>
<td>1.84</td>
</tr>
<tr>
<td><strong>Series 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I₂/DMP2I</td>
<td>Ref</td>
<td>1.90</td>
<td>0.91</td>
<td>1.80</td>
</tr>
<tr>
<td></td>
<td>Li(x1)</td>
<td>1.93</td>
<td>0.98</td>
<td>1.80</td>
</tr>
<tr>
<td></td>
<td>Li(x1)</td>
<td>1.83</td>
<td>0.99</td>
<td>1.80</td>
</tr>
<tr>
<td></td>
<td>Li(x3)</td>
<td>2.10</td>
<td>0.98</td>
<td>1.75</td>
</tr>
<tr>
<td></td>
<td>Tbp</td>
<td>1.80</td>
<td>0.94</td>
<td>1.70</td>
</tr>
</tbody>
</table>

Table 9.2: Relative photocurrent of each cell (Jsc/Nph) and the efficiency of electron injection (\(\eta_{ei}\)).

For ZnO cells the phosphorescence decay rates are significantly smaller (roughly 1 order of magnitude) than those of TiO₂ samples for the corresponding Voc (Table 9.2 and Figure 9.5). Slower electron injection in ZnO as compared to TiO₂ has been observed several times.⁵,²⁷,³⁴,³⁵ Most probably, slower rates are due to the smaller effective mass of electrons in ZnO, which decreases the density of acceptor states.⁵,³⁴ This effect is probably accentuated by the aforementioned lower dielectric constant of ZnO that makes charge separation at the oxide/dye interface more difficult. Moreover, in contrast to TiO₂ cells,
there is almost no dependence of the decay rates on the electrolyte additives for ZnO cells (Figure 9.5). This correlates quite well with the small changes in $V_{OC}$ for these cells, pointed out in the first section.

The data collected in Table 9.2 indicate that the electron injection quantum yield (hence also the electron injection rate) correlates well with the relative photocurrent of the solar cells. First, higher quantum yields occur for samples with higher $J_{SC}$ (and smaller $V_{OC}$) for TiO$_2$ cells. Nevertheless, for all TiO$_2$ cells the quantum yields are high at >90%. Second, the lower quantum yields for ZnO cells with respect to TiO$_2$ cells for the corresponding Series agree with the lower $J_{SC}/N_{ph}$ ratio. In addition, for both TiO$_2$ and ZnO cells the highest photocurrents occur for the Series 2 of electrolytes, and for this series electron injection is slightly faster than for the other two. All this indicates that the primary charge separation process determines the global parameters ($V_{OC}, J_{SC}$) of the N719 cells. Finally, it should be pointed out that the true electron injection quantum yields might be higher than those based on phosphorescence data in Table 9.2, because the fastest components of electron injection (from the singlet state and from the triplet states for time shorter than 50 ps) are not resolved in the emission experiment. To observe these processes we employed transient absorption studies in fs-ps domain, for which the results will be presented in the next section.

### 3.5. Femtosecond transient absorption studies.

Transient absorption measurements with 200 fs resolution in 3 ns time window enable observation of the fast part of electron injection process. In contrast to emission, not only excited states of N719 are probed, but also the products of electron injection: the dye radical cations and electrons in the conduction band of metal oxides.Transient absorption was carried out in a very broad spectral range from 450 to 1400 nm, joining both the visible (VIS) and near-infrared (NIR). To the best of my knowledge, the combined transient spectra in such a broad range have not been reported so far for Ru-based DSSC systems, not only for complete solar cells, but even for films. The used pump wavelength was set at 535 nm with an energy density of ≈1 mJ/cm$^2$.

Figure 9.6 presents the representative transient absorption spectra for selected time delays between pump and probe pulses for TiO$_2$/S2/Ref and ZnO/S2/Ref in both the VIS and NIR range. Due to the IRF of the setup the initial spectra (time zero) should be assigned to the triplet state and, possibly, a partial contribution from the radical cation formed by ultrafast electron injection from the singlet state. The decay of the singlet state occurs within the first 100 fs for ruthenium dyes and cannot be observed in the setup employed.$^{36,37}$ Even any spectral evolution on the rising part of IRF is hard to recognize because the artefacts from the FTO glass plates (two photon absorption and cross phase modulation)$^{38}$ are present during pump-probe overlap. Thus, the changes observed of the transient spectra are due to the decrease of the population of the triplet state and to the increase of the population of electrons and radical cations in the process of electron injection from the triplet state. As a consequence of the different absorption coefficients of the triplet state and resultant absorption coefficient of radical cation and electrons in the semiconductor, a clear decrease of the signal can be observed in the 450-500 nm, 550-700
nm and 850-1400 nm ranges, and a signal increase in 700-850 nm range (Figure 9.6). The latter increase is not present for all ZnO cells, a crucial feature that will be discussed below. The negative signal below 600 nm is due to the dominant contribution of the bleach (ground state depopulation signal is higher than absorption from the transient species). Therefore, the clearly defined isobestic points recognized in both the VIS and NIR range confirm that the observed evolution of the transient spectra is mainly due to one process: electron injection from the triplet state.

![Figure 9.6](image_url)

**Figure 9.6:** Representative transient absorption spectra for selected time delays between pump and probe pulses for TiO$_2$/S2 and ZnO/S2 reference cells in both the VIS and NIR range.

The representative kinetics for selected wavelengths is shown in Appendix (Figure 9.5) for different electrolytes of Series 3. By qualitative inspection, as expected, the decays (or rises) are significantly faster with LiI additive and much slower for Tbp additive for TiO$_2$ cells, while for ZnO samples the kinetics for different electrolytes are more or less similar. This is in line with the afore-mentioned insensitivity of the electronic properties of the ZnO photoanodes with respect to the electrolyte composition.

The following explanation is proposed for the lack of rise in the 700-850 nm range of transient absorption signal for all ZnO cells. N719 radical cations show absorption in the 700-850 nm region, which is present in TiO$_2$ cells but absent in ZnO cells. Therefore, the existence of an intermediate state is considered, which occurs after the decay of the triplet state (due to electron injection) and before full charge separation into a radical cation and a free electron. The low dielectric constant of ZnO (with respect to TiO$_2$) supports the possibility of the presence of such bound complex between radical cation and electrons in the conduction band, as proposed in several reports before. Since the nature of this
intermediate in ZnO cells is different from that of the free radical cation, the intermediate probably does not have such a pronounced absorption in 700-850 nm as the free radical cation, and, unlike for TiO₂ cells, a flat kinetics for ZnO cells in this spectral region is observed at this time scale (1-3 ns). Further confirmation of this hypothesis is brought by comparison of the final transient absorption spectra measured with the fs-ps setup at 2 ns and the initial spectra measured with the flash photolysis equipment at 60 ns (Appendix, Figure 9.6).

In a very recent contribution the presence of an ultrafast (ps time scale) first step of dye regeneration by I⁻ was postulated for N3 and N719 dyes. It was based on a very small rise of the transient absorption signal in the 700-850 nm range for TiO₂ cells. However, in Figure 9.6 a clear and pronounced rise in TiO₂ cells is shown, especially for those electrolytes with faster electron injection (low Voc). Therefore, it is possible to think that a small rise of the signal in the visible range can exclusively be explained by slow (occurring mainly on the ns time scale) electron injection process from the triplet state in efficiency-optimized electrolyte. Hence, that dye regeneration is not necessary to explain the observed feature.

In many reported studies so far of Ru-based DSSC the kinetics at only one wavelength was probed (very often at 820 nm) and considered as representative for radical cation population, which often led to conclusions about the dominant role of ultrafast (<100 fs) electron injection. Such supposition was recently questioned in NIR studies of complete cells and a significant contribution of the triplet state absorption at this wavelength was postulated. The results presented in this chapter clearly support this assumption and show that measuring transient absorption in a broad spectrum is advantageous for the correct assignment of the signals. Moreover, the probe wavelength of 820 nm is quite close to the isobestic point at around 850 nm where the absorption coefficients of radical cation and triplet state are equal.

A global multi-exponential analysis of the transient absorption data has been performed (Figure 9.7). The electron injection for longer times than the temporal window (3 ns) and the contribution of electron recombination and the vibrational relaxation in the triplet state makes it difficult to determine pure electron injection dynamics. Therefore, the following procedure to calculate average electron injection rate constants for all solar cells with different electrolytes has been used. The amplitudes and time constants of the short (fitted) and long (fixed at 2 ns) components obtained in the global multi-exponential analysis (Appendix, Table 9.3) are used to reproduce the kinetics at 820 nm for TiO₂ samples. Then, the reciprocals of the half decay times for such simulated kinetics were taken as electron injection rate constant. For ZnO cells the wavelength at 470 nm instead of 820 nm was chosen because there is almost no rise at 820 nm for ZnO samples as observed in Figure 9.6 and discussed above (it was checked that for TiO₂ cells, the results obtained at 470 nm are similar to those at 820 nm, but the signal to noise ratio is worse). In principle, this procedure is similar to taking the half decays directly from the experimental kinetics at a chosen wavelength. However, the advantage of the global fit (better signal to noise ratio) and the extension of the analyzed time window (with τ₂=2 ns) a little bit further than the experimental window (3 ns) are taken into account. The results are shown in Figure 9.8.
Figure 9.7: Wavelength dependent amplitudes of the indicated time constants obtained from global analysis of transient absorption spectra in VIS range of TiO₂ and ZnO cells for the Series 2 of electrolytes.

Figure 9.8: Electron injection rate constants obtained in femtosecond transient absorption experiments as a function of $V_{oc}$ of the cells.

Figure 9.8 should be compared with analogous Figure 9.5 obtained from the phosphorescence decays. The electron injection rate constants from transient absorption experiments are always higher than those from the phosphorescence decays because the former technique probes shorter times while the latter one probes longer times. This cannot be avoided due to the nature of electron injection process in DSSC, with time constants spreading over many orders of magnitude. However, as can be seen in Figure 9.8, the conclusions from transient absorption dynamics of different cells agree very well with those observed in emission studies and discussed above. Electron injection is faster for TiO₂ cells than for ZnO cells. Furthermore, the rate of injection changes in an
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exponential way with respect to $V_{OC}$ in TiO$_2$ cells, whereas for ZnO cells the electron injection rate is rather independent of the open circuit voltage of the cell and electrolyte composition. Finally, for all cells the highest injection rates are those for the Series 2 of electrolytes and the lowest for the Series 1. The reasons for this behaviour are likely related to the bulkier nature of the BMII cation as compared to DMPII, however, why this leads to faster injection is not clear at this point.

4. General discussion.

In this section the results of this chapter are discussed in the view of (1) the recent report$^{16}$ about the coordinated shifts of ground state ($S_0$) and excited states ($S_1$ or $T_1$) levels of ruthenium dyes and, connected to this, (2) the comparison of TiO$_2$ and ZnO as photoanode materials for primary charge separation. In the conventional understanding of DSSC functioning the potentials of $S_0$ and $T_1$ levels do not change when Lewis acids or Lewis bases are added to electrolyte, which is schematically shown as Model 1 in Figure 9.10. According to the new findings, the potentials of both $S_0$ and $T_1$ levels of N719 dye attached to TiO$_2$ particles are found to shift by a certain amount in accordance to Model 2 in Figure 9.10.$^{16}$ Interestingly, the indication of not fixed potential of the sensitizing dye has been reported also much earlier,$^{45}$ but that contribution seems to be forgotten.

As discussed in the flash photolysis section, the results support the shift of $S_0$ potential according to Model 2, since faster regeneration is observed for Lewis acid and slower for Lewis base additives, which implies differences in energy gaps and driving forces for this process (larger energy gaps implies faster regeneration in normal Marcus region). It should be noted that the regeneration rate has also been observed to be dependent on the cation size and charge.$^{46}$ This latter parameters also determine the conduction band edge shift, so those findings can be similarly explained by Model 2. Flash photolysis studies reveal also that dye regeneration is 2-4 times faster for TiO$_2$ cells than for ZnO cells, in agreement with previous results for different sensitizing dyes, which suggests this is a general feature of ZnO nanostructured electrodes. Most probably, the lower dielectric constant of ZnO and, possibly, its high degree of doping, softens the dipole effect of the additives in the displacement of all electronic levels (both bands and dye $S_0$-$T_1$ levels), hence reducing the driving force for regeneration in the case of ZnO with respect to TiO$_2$. This effect remains in the absence of additives, as regeneration is also faster for TiO$_2$ reference cells, which indicates that the electronic properties of the oxide also affects this part of the primary charge separation process.

Although no direct evidence has been shown, the findings also support the shift of the triplet state potential of the dye according to Model 2. The steady-state emission results show that the energy gap between the $T_1$ and $S_0$ states is rather insensitive to the electrolyte additives, therefore, if there is a shift in $S_0$/S$^+$ potential, a similar displacement should then occur for the $T_1$ state.

Emission decay measurements for N719 solar cells allowed the determination of slower (>50 ps) part of electron injection. For TiO$_2$ cells of different open circuit voltage, the electron injection rate constant (from $1 \times 10^{-2}$ to $2 \times 10^{-4}$ ps$^{-1}$) correlates well with the composition of the electrolyte (rate increases upon addition of LiI and decreases upon
addition of Tbp). So far, the standard interpretation was that the injection becomes faster for lower $V_{OC}$ because the density of acceptor states in titania corresponding to the $T_1$ level of the dye increases accordingly to the shifts in the potential of the conduction band edge (Model 1 in Figure 9.10). However, according to coordinated shift of $S_0$ and $T_1$ levels (Model 2 in Figure 9.10) the density of acceptor states do not change for different electrolyte additives. Therefore, the exponential dependence of electron injection rate on $V_{OC}$ has to be explained by the changes in electronic coupling between the semiconductor and anchored dyes when different additives are added (higher coupling for Li$^+$ cations, lower coupling for Tbp, Model 2 in Figure 9.10).

Figure 9.10: Two models based on conventional understanding of operation of DSSC (Model 1) and recently discovered shifts (Model 2).
Smaller relative photocurrents for ZnO cells with respect to TiO$_2$ ones are explained by lower injection yields and slower regeneration. The observed weak dependence of open circuit voltage and short circuit current on the presence of electrolyte additives in ZnO cells agrees with the observed similar electron injection rate constants for all ZnO cells (about $1 \times 10^{-4}$ ps$^{-1}$) as well as similar regeneration kinetics for all electrolyte compositions (Figure 9.3). Therefore, it confirms that the interface of ZnO nanoparticles is significantly less affected by electrolyte additives due to its lower dielectric constant and likely high degree of doping (when compared to TiO$_2$): the additives not only hardly shift the conduction band potential but they also do not influence the electronic coupling between the dye and the semiconductor.

The insensitivity of the ZnO surface upon addition of potential-determining additives in the electrolyte is confirmed by the constancy of the electrochemical capacitance as extracted from impedance measurements (Figure 9.2). In contrast to TiO$_2$, ZnO capacitance data, while remaining exponential, which is indicative of a chemical capacitance, do not shift when either Li$^+$ or Tbp are added to the electrolyte. This effect can simply be explained by the difficulty to create surface dipoles in the case of ZnO, due to its lower dielectric constant and the effect of higher carrier concentration (doping), which is likely to be present in the material. However, those additives do not adsorb to the ZnO surface cannot be ruled out. In any other case, the absence of surface dipoles explains the lower quantum yield of injection, which highlights the importance of the charge asymmetries to favour primary charge separation in dye solar cells. Furthermore, our results show that the surface dipole effect goes beyond a change in the oxide electronic levels, as it also affects the $S_0$ and $T_1$ levels of the dye, in accordance to Model 2.

5. Conclusions.

The present chapter provides new important data that helps to understand why a metal-oxide such as ZnO bears a critical limitation to perform efficiently in a DSSC. This limitation is likely connected to the smaller value of the dielectric constant. These results bring a revision or a more detailed look at several paradigms concerning important aspects of the primary charge separation in Ru-dye based DSSC:

- The insensitivity of primary charge separation ZnO solar cells upon electrolyte composition as inferred from time-resolved spectroscopy experiments is correlated with the insensitivity of the electrochemical capacitance extracted from impedance measurements. This finding suggests that the dielectric properties of ZnO and its doping level (carrier concentration) are crucial with regards to the ability of this oxide to sustain efficient charge separation in dye solar cells.
- A shift of the metal oxide conduction band potential upon different additives in the electrolyte (that change both $V_{oc}$ and $J_{sc}$ of the cell) is not a general property of DSSCs because it is almost not present for ZnO-based cells.
- For ZnO cells any influence of additives on electron injection has been observed, while for TiO$_2$ the electron injection rate changes significantly. In addition, injection rate constants vary exponentially for TiO$_2$ with respect to the open-circuit voltage of the cell.
• The potential changes of the ground state level of the N719 dye upon adding Tbp and Li⁺ are confirmed since the additives influence the dye regeneration rate. Steady-state emission data indicate that a similar shift occurs for the triplet state of N719. Interestingly, a smaller influence of the electrolyte composition on dye regeneration is observed in ZnO devices.

• Lower photocurrents, and thus worse performance, of ZnO-based solar cells with respect to that of TiO₂ originate either from lower rate of electron injection, slower dye regeneration and/or the presence of an intermediate state with efficient back recombination.
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General conclusions
In this thesis nanocrystalline semiconductor metal-oxide (TiO$_2$, ZnO) photoanodes in contact with liquid electrolytes have been studied at a fundamental level with respect to their photoelectrocatalysis and photovoltaics performance. The results show the crucial effect of the electrolyte composition on the electronic structure of the oxide and its impact on the charge transfer processes between semiconductor and electrochemically active species in the electrolyte. These processes are the ones that ultimately limit the efficiency of energy conversion.

In Chapter 5 and 6 it was shown that a simple electrochemical treatment can improve the photoelectrocatalytic activity of mesoporous electrodes. A photocurrent enhancement in photooxidation reactions was attributed to reduced electron recombination and improved electron transport in the semiconductor. It has been shown that the origin of this beneficial effect is the accumulation of charge carriers in the semiconductor and the formation of a depletion layer at the semiconductor/electrolyte interface. This electrochemical doping relies on electron accumulation upon cathodic polarization and the concomitant insertion of protons in the subsurface region of the semiconductor. The kinetics of the doping and undoping processes depend on the position of the Fermi level during the treatment, which can be shifted by an external cathodic polarization or by band gap excitation at open-circuit. In addition, it has been shown that the doping persistence depends critically on the morphological properties of the thin film electrode such as the particle size. The fact that doping can take place even at open circuit conditions upon band gap excitation highlights the relevance for photocatalytic applications.

In Chapter 7 and 8 the effect of the chemical environment of the redox couple on the recombination rate in Dye-Sensitised Solar Cells was analyzed. It has been shown that the polarity of the electrolyte solvent critically influences the recombination kinetics. Two behaviours of the electron lifetime as the applied potential is varied were observed. As the reorganization energy is a strong function of the chemical environment and the interaction of the components of the redox couple with solvent molecules, it has been proposed this magnitude as key factor to control recombination. This is explained by the availability of extra routes for electron recombination for relatively large values of the reorganization energy. This is for instance the case of dye-sensitized solar cells with an ionic liquid-based electrolyte. A fundamental study that consisted in controlling the recombination rate by means of the modification of the polarity of the electrolyte was carried out. In particular, a mixture of an ionic liquid with an organic solvent as electrolyte has been presented a possible strategy to obtain long-life devices with larger electron lifetime. This knowledge can be of major interest for Building Integrated Photovoltaics (BIPV) applications.

In Chapter 9 a global analysis of all processes that determine charge separation in dye-sensitized solar cells was performed. One of the main objectives of this chapter has been to identify the processes that limit the efficiency of solar cells based on ZnO as photoanode (as compared with TiO$_2$). A poor electron injection and dye regeneration rate have been identified as the main drawback of ZnO photoanodes. This difference with respect to solar cells based on TiO$_2$ can be explained by the higher density of deep traps states in ZnO as electron acceptors. In addition, as a consequence of its lower dielectric constant, charge separation at the oxide/dye interface can critically be hindered. The lower dielectric constant does also explain the insensitivity of the chemical capacitance and injection rate under the presence of potential-determining additives. Due to its difficulty to form surface
dipoles, the presence of additives like Li⁺ or Tbp does not alter the solar cell performance and hence it does not offer a strategy to improve the efficiency of devices based on ZnO.

A profound knowledge of the microscopic processes taking place at the semiconductor/electrolyte interface constitutes undoubtedly a prerequisite for future systematic optimizations of materials' properties in applications such as photocatalysis or photovoltaics.
Appendix
Chapter 4:
Experimental: Characterization techniques and preparation of devices.

![Figure 4.1:](image)

**Figure 4.1:** (A) Current-voltage curves under 1-sun AM1.5 + UV filter (<400nm) and (B) IPCE measured in the range of 400-800nm for DSSCs with different dye: D149 and D358. In the table is shown the short-circuit photocurrent ($J_{sc}$) extracted from Curve IV and IPCE (Equation 3.15) and the error associated with these two techniques.

<table>
<thead>
<tr>
<th>Dye</th>
<th>Curve IV</th>
<th>IPCE</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>D149</td>
<td>8.4</td>
<td>8.2</td>
<td>1.2%</td>
</tr>
<tr>
<td>D358</td>
<td>8.9</td>
<td>8.6</td>
<td>1.7%</td>
</tr>
</tbody>
</table>

Chapter 5:
In situ self-doping of mesoporous titanium dioxide films.

![Figure 5.1:](image)

**Figure 5.1:** Scanning electron micrographs (SEM) and the distributions of nanoparticles for (A) Solaronix, (B) Sachtleben, (C) PI-KEM and (D) Sigma films.
Table 5.1: Photocurrent enhancement factors determined for all electrodes upon voltage-induced and light-induced doping in of hole scavenger. Electrolyte: N₂-purged 0.1 M HClO₄.

<table>
<thead>
<tr>
<th>Doping type</th>
<th>Solaronix</th>
<th>Sachtleben</th>
<th>PI-KEM</th>
<th>Sigma</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doping potential</td>
<td>Light</td>
<td>Bias</td>
<td>Light</td>
<td>Bias</td>
</tr>
<tr>
<td>-0.425V</td>
<td>1.3</td>
<td>1.25</td>
<td>1.3</td>
<td>1.25</td>
</tr>
</tbody>
</table>

Figure 5.2: Photocurrent enhancement factors determined for Solaronix (orange), Sachtleben (blue), PI-KEM (red) and Sigma (green) electrodes under cumulative cycles of voltage-induced (square) and light-induced doping (star). The electrode potentials during doping are indicated in Table 6.1. Electrolyte: N₂-purged 0.1 M HClO₄.

Figure 5.3: Photocurrent enhancement factors determined for PI-KEM electrodes at different stages of voltage-induced (square) and light-induced doping (star) in absence (red) and presence (brown) of hole scavenger. The electrode potentials during doping (voltage-induced doping: externally applied bias; light-induced doping: open circuit photopotential) are indicated in the brackets. Electrolyte: Electrolyte: N₂-purged 0.1 M HClO₄ or 1 M HCOOH/0.1 M HClO₄ aqueous solution.
Table 5.2: \( \alpha \) parameters extracted from the semilogarithmic plot of \( C = j_c/v \) before and after voltage- and light-induced electrochemical doping.

Chapter 6:
Electrochemical hydrogen-doping: Impact on photoelectrocatalytic and photovoltaic applications.

Figure 6.1: CVs in the dark for undoped (dashed red lines) and doped (solid blue lines) (A) PI-KEM and (B) Solaronix electrodes. Electrolyte: \( \text{N}_2 \)-purged 0.1 M \( \text{HClO}_4 \) aqueous solution.

Figure 6.2: Open-circuit (solid-lines) and short-circuit (dashed lines) potentials as a function of light intensity for doped (squares) and undoped (electrodes). The Fermi-level shifts between open-circuit and short-circuit conditions, obtained for both kinds of electrodes, are indicated in the graph.
Figure 6.3: Current-voltage characteristics under AM 1.5 (100 mW·cm⁻²) illumination of DSC test devices (PI-KEM, electrolyte A) based on doped (solid blue lines) and undoped (dashed red lines) electrodes for illumination through the working electrode (front illumination) or through the counter-electrode (back illumination). Electrochemical doping in 0.1 M HClO₄ aqueous solution: \( E_{Ag/AgCl} = -0.6 \text{ V} \); \( t_{dop} = 750 \text{ s} \).

Figure 6.4: Vis-spectrum of dye-sensitized undoped (dashed red lines) and doped (solid blue lines) PI-KEM electrodes. Electrochemical doping in 0.1 M HClO₄ aqueous solution: \( E_{Ag/AgCl} = -0.6 \text{ V} \); \( t_{dop} = 750 \text{ s} \).

<table>
<thead>
<tr>
<th>Configuration</th>
<th>( J_{sc} ) (mA·cm⁻²)</th>
<th>( V_{oc} ) (mV)</th>
<th>Fill Factor (%)</th>
<th>Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrolyte A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PI-KEM Undoped</td>
<td>5.9</td>
<td>683</td>
<td>52</td>
<td>2.2</td>
</tr>
<tr>
<td>PI-KEM Doped</td>
<td>7.2</td>
<td>714</td>
<td>52</td>
<td>2.7</td>
</tr>
<tr>
<td>PI-KEM Doped+24h storage at OCP</td>
<td>6.3</td>
<td>709</td>
<td>54</td>
<td>2.4</td>
</tr>
</tbody>
</table>

Table 6.1: Photovoltaic parameters for DSSC test devices based on PI-KEM electrodes.
Chapter 7:
The role of reorganization energy on electron recombination in Dye-Sensitized Solar Cells.

Figure 7.1: Electron lifetimes as extracted from the three techniques utilized in this chapter: EIS (squares), IMVS (stars) and OCVD (lines) for electrolytes E5 to E8.

Figure 7.2: OCVD lifetimes for cells with and without blocking layer (BL). Results are presented for electrolyte E5 (organic solvent) and E10 (ionic liquid based).
Figure 7.3: Chemical capacitance and recombination resistances for electrolytes 5 to 13. In the left column absolute values are plotted. In the right column, the voltage scale is shifted to account for band displacements, as described in the main text.

Chapter 8:
Control of recombination rate by changing the reorganization energy of the electrolyte in Dye-Sensitized Solar Cells.

Figure 8.1: $J_{sc}$ and $V_{oc}$ for all electrolytes normalized by the $J_{sc}$ and $V_{oc}$ obtained in pure acetonitrile-based electrolyte in N719-cells.
Figure 8.2: (Top) Current-voltage curves under 1-sun AM 1.5 for all RTIL/Can mixing ratios for Imidazolium and Pyrrolidinium. (Bottom) $J_{sc}$ and $V_{oc}$ for all electrolytes normalized by the $J_{sc}$ and $V_{oc}$ obtain in pure acetonitrile-based electrolyte in N719-cells.

Figure 8.3: Chemical capacitance data as extracted from EIS measurements: (A) N719-cells and (B) Z907-cells.
Figure 8.4: (A) Electron recombination resistance and (B) electron lifetime data are extracted from EIS measurement in Z907-cells.

Figure 8.5: OCVD lifetimes for Z907-cells with and without blocking layer (BL).
Figure 8.6: (A) Electron diffusion coefficient obtained from IMPS, (B) electron lifetime obtained from IMVS and (C) electron diffusion length for Imid75 and Pyr75 in N719-cells.

Figure 8.7: Electron recombination resistance data extracted from EIS measurement in (A) Imid/Acn and (B) Pyr/Acn in N719-cells and Z907-cells.

Chapter 9:
The global impact of the electrical nature of metal-oxide on the performance of Dye-Sensitized Solar Cells.

Figure 9.1: SEM picture of a sintered ZnO nanostructured film used as photoanode
Figure 9.2: (Left) Current-voltage curves under 1-sun AM1.5 illumination and (right) Chemical capacitance data as extracted from EIS measurement for DSSC based on TiO$_2$ and ZnO as electrodes with electrolyte of Series 2.

Figure 9.3: Steady-state absorption spectra of TiO$_2$ and ZnO films sensitized with N719 and corrected steady-state emission spectra of complete solar cells.

<table>
<thead>
<tr>
<th>Electrolyte</th>
<th>TiO$_2$</th>
<th>ZnO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$J_{sc}$ (mA/cm$^2$)</td>
<td>$V_{oc}$ (mV)</td>
</tr>
<tr>
<td><strong>Series 1:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I$_2$/Lil</td>
<td>Reference</td>
<td>9.7</td>
</tr>
<tr>
<td></td>
<td>Pyr</td>
<td>9.4</td>
</tr>
<tr>
<td></td>
<td>Tbp</td>
<td>9.4</td>
</tr>
<tr>
<td></td>
<td>TP</td>
<td>9.1</td>
</tr>
<tr>
<td><strong>Series 2:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I$_2$/BMII</td>
<td>Reference</td>
<td>13.75</td>
</tr>
<tr>
<td></td>
<td>Li</td>
<td>14.70</td>
</tr>
<tr>
<td></td>
<td>Tbp</td>
<td>13.12</td>
</tr>
</tbody>
</table>
Table 9.1: Parameters of the cell used for time-resolved laser spectroscopy studies under LED illumination (slightly higher photocurrents than for 1 sun AM 1.5) are shown. The abbreviation used for electrolyte additives of each series of cells is indicated in Table 1. \( N_{\text{ph}} \) is the number of absorbed photons.

Figure 9.4: Kinetics at 700 nm obtained in flash photolysis experiment for \( \text{TiO}_2/\text{S}2/\text{Tbp} \) cell under different pump pulse fluence. Green solid line presents one-exponential fit.

Table 9.2: Fitted parameters of phosphorescence decay and calculated averaged rate constants.
Figure 9.5: Transient absorption kinetics at indicated probe wavelength for TiO$_2$/S3 and ZnO/S3 cells.

Figure 9.6: Comparison of transient absorption spectra measured with the fs-ps setup at 2 ns and the initial spectra measured with the flash photolysis equipment at 60 ns (shorter times are disturbed by the presence of spontaneous emission signals). The figure shows that the absorption spectra at 60 ns for both TiO$_2$ and ZnO cells have a clear maximum between 750 and 800 nm, similar as that at 2 ns for TiO$_2$, pointing out the presence of free radical cation. On the contrary, the spectrum of ZnO cell at 2 ns is flat in 700-850 region, which means that the formation of free radical cation occurs slower than in TiO$_2$ between 2 and 60 ns.
<table>
<thead>
<tr>
<th>Electrolyte</th>
<th>TiO$_2$</th>
<th></th>
<th></th>
<th>ZnO</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\tau_1$ (ps)</td>
<td>Contrib (%)</td>
<td>$\tau_2$ (ns)</td>
<td>Contrib (%)</td>
<td>$\tau_1$ (ps)</td>
<td>Contrib (%)</td>
</tr>
<tr>
<td>S1: I$_2$/LiI</td>
<td>Ref</td>
<td>5.1</td>
<td>88</td>
<td>2</td>
<td>12</td>
<td>23.8</td>
</tr>
<tr>
<td></td>
<td>Pyr</td>
<td>4.8</td>
<td>85</td>
<td>2</td>
<td>15</td>
<td>31.3</td>
</tr>
<tr>
<td></td>
<td>Tbp</td>
<td>36.4</td>
<td>50</td>
<td>2</td>
<td>50</td>
<td>79.4</td>
</tr>
<tr>
<td></td>
<td>TP</td>
<td>46.7</td>
<td>50</td>
<td>2</td>
<td>50</td>
<td>101.7</td>
</tr>
<tr>
<td>S2: I$_2$/BMII</td>
<td>Ref</td>
<td>30.3</td>
<td>71</td>
<td>2</td>
<td>29</td>
<td>30.4</td>
</tr>
<tr>
<td></td>
<td>Li</td>
<td>11</td>
<td>80</td>
<td>2</td>
<td>20</td>
<td>39.7</td>
</tr>
<tr>
<td></td>
<td>Tbp</td>
<td>29.6</td>
<td>50</td>
<td>2</td>
<td>50</td>
<td>79.6</td>
</tr>
<tr>
<td>S3: I$_2$/DMP II</td>
<td>Ref</td>
<td>16.8</td>
<td>50</td>
<td>2</td>
<td>50</td>
<td>57.6</td>
</tr>
<tr>
<td></td>
<td>Li(x1)</td>
<td>17.7</td>
<td>74</td>
<td>2</td>
<td>26</td>
<td>23.5</td>
</tr>
<tr>
<td></td>
<td>Li(x2)</td>
<td>17</td>
<td>88</td>
<td>2</td>
<td>12</td>
<td>30.9</td>
</tr>
<tr>
<td></td>
<td>Li(x3)</td>
<td>14.8</td>
<td>100</td>
<td>2</td>
<td>-</td>
<td>124.1</td>
</tr>
<tr>
<td></td>
<td>Tbp</td>
<td>33.1</td>
<td>45</td>
<td>2</td>
<td>55</td>
<td>35.6</td>
</tr>
</tbody>
</table>

**Table 9.3:** Time constant and contributions extracted from global multi-exponential analysis on the transient absorption data.